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Abstract—We propose a novel framework called IDEA that exploits electromagnetic (EM) side-channel signals to detect malicious activity on embedded and cyber-physical systems (CPS). IDEA first records EM emanations from an uncompromised reference device to establish a baseline of reference EM patterns. IDEA then monitors the target device’s EM emanations. When the observed EM emanations deviate from the reference patterns, IDEA reports this as an anomalous or malicious activity. IDEA does not require any resource or infrastructure on, or any modification to, the monitored system itself. In fact, IDEA is isolated from the target device, and monitors the device without any physical contact. We evaluate IDEA by monitoring the target device while it is executing embedded applications with malicious code injections such as DDoS, Ransomware and code modification. We further implement a control-flow hijack attack, an advanced persistent threat, and a firmware modification on three CPSs: an embedded medical device called SyringePump, an industrial PID Controller, and a Robotic Arm, using a popular embedded system, Arduino UNO. The results demonstrate that IDEA can detect different attacks with excellent accuracy (AUC > 99.5%, and 100% detection with less than 1% false positives) from distances up to 3 m.
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I. INTRODUCTION

Cyber-Physical Systems (CPS) is experiencing an exponential growth, and is expected to be a USD 6.2 trillion market globally by 2025 [1], [2]. While this expected growth is predominantly in healthcare (USD 2.5 trillion) and manufacturing (USD 2.3 trillion), CPSs are ubiquitous, and can impact every aspect of our daily life including critical life supporting medical devices [3]. Furthermore, embedded and CPSs are prevalent in many critical infrastructures including nuclear power generation, military systems, transportation systems, autonomous and unmanned vehicles, communication satellites, etc. [4]. While seamless connectivity helps to ensure enhanced monitoring and control, networked embedded and CPSs are exposed to remote attacks that can cause serious physical and financial consequences and damages.

A variety of CPSs, including Industrial Control System (ICS), smart grid system, and medical devices, have already been targeted by the attackers. A few of these disastrous cyber-attacks are: Stuxnet [5], [6], [7], cyber-attacks on smart grids [8], attacks on medical devices (e.g. pacemakers, insulin pumps, etc. [9], [10], [11], [12], [13]), the infamous Mirai Distributed Denial of Service (DDoS) attack [14], and a variety Ransomware attacks (e.g. WannaCry [15], [16]). A comprehensive review of attacks on CPSs can be found in [17].

Cyber-physical systems consist of heterogeneous building blocks including diverse hardware components such as sensors, actuators and embedded systems, and different proprietary and customized software. As each component brings about its own unique set of vulnerabilities and threats, securing CPSs can be a challenging task. Many CPSs use customized software and hardware, which are often difficult to update or upgrade [18]. In addition, the state of the art malware detection techniques such as malware signatures [19], [20], sandboxing [21], [22], hardware support [23], [24], [25], [26], machine learning [27], [28], and dynamic analysis [29], [30], [31] require substantial computational power. As CPSs often have severe resource, power, and cost constraints, current security solutions may be impractical or inadequate for most CPSs [32]. Furthermore, attackers often hijack the control of the victim device, and may disable or even co-opt the monitoring system. Hence, an isolation between the device and the monitoring system is preferable, especially for critical infrastructures or high-assurance systems.

To address these issues, we propose a novel framework called IDEA that uses electromagnetic (EM) side-channel signals to detect malicious activity on CPSs. The first step in IDEA is to record EM emanations from an uncompromised device to create a baseline dictionary of signal fragments which correspond to the normal behavior of the device. Then, IDEA continuously monitors the target device’s EM emanations,
comparing the observed EM emanations against the baseline dictionary. When no malware is present, the device’s EM emanations match the entries in the baseline dictionary well. If, however, the observed EM emanations deviate significantly from the entries in the baseline dictionary, we report this as an anomaly which is potentially caused by a malware.

To evaluate IDEA, we port different malware behaviors such as a DDoS cyber-attack, a Ransomware attack, and a source code modification on an Intel-Altera’s FPGA Nios-II softcore. In addition, we implement three CPSs, a medical embedded device called SyringePump, a proportional-integral-derivative (PID) controller for an industrial soldering iron, and a robotic arm for an assembly line, with Arduino UNO - a popular embedded system. We exploit a buffer-overflow control-flow hijack attack, an advanced persistent threat (APT), and a firmware modification attack on these CPSs respectively. Experimental evaluation reveals that IDEA can detect DDoS and Ransomware malware with a 100% accuracy (with no false positives), and stealthier code-modification with an Area Under the Curve (AUC) > 97.5% from distances up to 3 m. Furthermore, IDEA can successfully detect all instances of attacks on the implemented CPSs without reporting any false positive.

Finally, we evaluate IDEA with insertions of unknown (untrained-on) snippets of signals into an original reference signal to find the smallest insertion that can be reliably detected. The results show that IDEA can detect intrusions that consist of roughly 200 instructions on FPGA, and roughly 800 instructions on an Internet of Things (IoT) development board, with a 100% accuracy and zero false positive.

This approach for external monitoring of intrusion on devices used on critical infrastructures has several advantages:

1) **Non-intrusive Monitoring**: The target device is not perturbed or modified in any way. The monitor does not impose any overhead, nor does it use any resource on the monitored device. In fact, the target device can be monitored from a distance without any physical contact.

2) **Isolation**: The monitor is isolated from the target device. Hence, the integrity of the monitor cannot be compromised even when the monitored device itself is completely compromised.

3) **Zero-Day Protection**: IDEA identifies malicious activity using the trusted references only, without any a-priori knowledge of malware signatures or vulnerabilities. This means that no training on malware or anomalous behavior is needed, and ensures protection against zero day attacks and obviates the need for regular updates for new malware signatures.

The rest of this paper is organized as follows: Section II states the envisioned threat model, Section III discusses the related work, Section IV details our method for intrusion detection, Section V presents experimental setup and evaluations, Section VI discusses limitations of IDEA and directions for future research, and finally Section VII presents some concluding remarks.

**II. THREAT MODEL**

IDEA is an external monitoring system for high-assurance CPSs (such as embedded medical devices), and can detect execution of malware through EM side-channel of the target device. The envisioned threat model in this paper involves the following assumptions:

1. The monitoring framework (IDEA) has no a priori knowledge about the nature of the attack or its EM signature(s) and only relies on the signatures for the monitored application itself. We assume that IDEA always has correct reference models for malware-free signatures of the monitored applications and these models are stored in IDEA and can not be compromised.

2. The adversary has physical and/or remote access to the target device, and has a prior knowledge of the device and its software. The attacker can thus exploit any vulnerability (e.g. a buffer-overflow) to execute a malicious activity on the system by either launching a separate thread/process and starting a potential cyber-attack (e.g. DDoS) or modifying/reusing the existing application to disrupt or change the original functionality of the targeted system (e.g. control-flow hijack). Furthermore, the adversary can even modify the system’s source code and libraries and/or reprogram the system to start a malicious activity. However, as mentioned earlier, IDEA does not know anything about the nature of the attack and only reports an error if an anomaly is detected which may be caused by an actual attack (true positive), or it may not (false positive).

**III. RELATED WORK**

Traditionally, attackers have exploited unintentional electromagnetic leaks [43], [44], [45] and other analog side-channel signals such as power consumption [46] or acoustic emission [47], [48] to extract sensitive information from victim systems. Researchers have also demonstrated methods for systematically identifying and quantifying EM side-channel signals [49], [50]. Apart from cryptographic key extraction, researchers have also leveraged EM side-channels for hardware Trojan detection [51], [52], and for enhanced physical authentication [53].

More recently, researchers have proposed several approaches to monitor a device’s power fluctuations for malware detection (e.g. [33], [34], [36], [37], [54], [55]). For instance, VirusMeter [33] monitors battery power usage to identify “long-term” mobile malware, while [34] measures similarities between power signatures to detect energy-greedy malwares. Furthermore, researchers have leveraged power consumption monitoring for integrity assessment of Software Defined Radios (SDR) [35] and for malware detection in embedded medical devices [36]. Power Finger-Printing Inc. [35] measures processors power consumption and compares against stored trusted signatures for integrity assessment of SDRs, and WattsUpDoc [36] extracts statistical and spectral features from dynamic power consumption to identify anomalous or malicious activity on embedded medical devices. Liu et al. [37] provide code execution tracking based on the power signal using an HMM model to recover most likely executed
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Table I

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Monitored Side-Channel</th>
<th>Device Under Test (DUT)</th>
<th>Description</th>
<th>Performance</th>
<th>Detection Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33]</td>
<td>Power Consumption</td>
<td>Cell Phone (Nokia 5500 Sport)</td>
<td>Malware detection</td>
<td>detects long-term eavesdropping, call interception and text message forwarding with 93.0%, 90.5%, 98.6% detection rate and 4.3% false positive rate</td>
<td>compares power consumption through machine learning</td>
</tr>
<tr>
<td>[34]</td>
<td>Power Consumption</td>
<td>PDA (HP iPAQ)</td>
<td>Malware detection</td>
<td>detects energy greedy malware with 99% true positive rate and less than 2% false positive rate</td>
<td>compares power signatures with $\chi^2$ distance</td>
</tr>
<tr>
<td>[35]</td>
<td>Power Consumption</td>
<td>Software Defined Radio</td>
<td>Integrity assessment</td>
<td>detects deviation in execution</td>
<td>correlates power signatures</td>
</tr>
<tr>
<td>[36]</td>
<td>Power Consumption</td>
<td>Embedded Medical Device</td>
<td>Malware detection</td>
<td>detects malware with 85% accuracy for unknown malware and 94% accuracy for known malware</td>
<td>exploits statistical and spectral features of dynamic power consumption using machine learning</td>
</tr>
<tr>
<td>[37]</td>
<td>Power Consumption</td>
<td>8051 MCU (STC89C52)</td>
<td>Control-flow integrity</td>
<td>99.94% for recognizing instruction types and 98.5% for recognizing instruction sequence</td>
<td>leverages HMM and Viterbi to recover instruction types and sequence during execution</td>
</tr>
<tr>
<td>[38]</td>
<td>EM Emanation</td>
<td>FPGA (Altera Cyclone II)</td>
<td>Software profiling</td>
<td>profiles software with 94% accuracy</td>
<td>uses depth-first tree search using control flow graph</td>
</tr>
<tr>
<td>[39]</td>
<td>EM Emanation</td>
<td>A13-OLinuxXino board</td>
<td>Malware detection</td>
<td>detects malware inside and between the loops, accuracy 92% with 0% false positives but can detect only large intrusions (&gt; 500k instructions)</td>
<td>uses short time Fourier transform and KS test</td>
</tr>
<tr>
<td>[40]</td>
<td>EM Emanation</td>
<td>PLC (Allen Bradley)</td>
<td>Control-flow integrity</td>
<td>98.9% accuracy (AUC)</td>
<td>uses a neural network to detect legitimate PLC executions</td>
</tr>
<tr>
<td>[41]</td>
<td>Telemetry data</td>
<td>Industrial Control System</td>
<td>Malware detection</td>
<td>detects network intrusion with 94.3% accuracy</td>
<td>exploits decision tree based algorithm</td>
</tr>
<tr>
<td>[42]</td>
<td>System behavior</td>
<td>Medical CPS</td>
<td>Malware detection</td>
<td>detects intrusion with 92.4% detection rate with 0.66% false positives</td>
<td>exploits rule based behavior specification</td>
</tr>
<tr>
<td>IDEA</td>
<td>EM Emanation</td>
<td>FPGA &amp; A13-OLinuxXino board &amp; Arduino UNO</td>
<td>Malware detection</td>
<td>detects intrusions larger than 200 instructions with 100% true positives and 0% false positives</td>
<td>compares EM emanations with a reference dictionary with Euclidean distance</td>
</tr>
</tbody>
</table>

In Table I, comparison of related work with the IDEA IN TERMS OF TYPE OF SIDE-CHANNEL, TYPE OF DEVICE, SOFTWARE OR HARDWARE INTRUSION, AND PERFORMANCE.

instruction sequence with a revised Viterbi algorithm. While these works can be very effective in some scenarios, they are ineffective when the immediate access to the device is not possible (e.g. due to packaging) and/or the monitor has to be placed in some distance from the device (unlike using EM). Moreover, another advantage of using EM over power consumption is that EM signals usually have much more bandwidth than power traces, i.e. EM signals may provide much more information per unit time and provide a better resolution (and accuracy) to detect very small changes (e.g. firmware modification) in high-speed systems.

In addition, recent research has exploited EM side-channel signals for profiling of software execution “as-is”, without any hardware or software modifications or instrumentation [38], [56]. Zero Overhead Profiling (ZOP) [38] exploits signatures of emanated EM signals for software profiling. To profile a program, it performs a depth-first search (DFS) through the program’s control flow graph to determine the lowest-cost path from the tree’s root (the entry of the program) to a leaf node (any exit of the program). While ZOP [38] achieves 94% accuracy for profiling acyclic paths, DFS is prone to error propagation (i.e. any false prediction is likely to lead to a cascade of false predictions). As a consequence, ZOP can generate a large false positive rate. Furthermore, ZOP needs access to the source code to insert markers for training, and requires complete knowledge of the program’s control flow graph for monitoring. All of these severely limit its practicality for anomaly/malware detection. In contrast, Spectral profiling [56] observes that periodic program activities, such as loops, often generate periodic EM side-channel signals, which in turn generate spectral peaks at the frequencies that corresponds to the loop’s per-iteration durations. Thus [56] exploits Short Time Fourier Transform (STFT) to identify such spectral peaks and uses them for loop-level profiling of program execution. Moreover, [39] extends the spectral profiling, and exploits the spectral peaks for intrusion detection. Any injection of instructions inside an existing loop alters the loop’s iteration time, and hence causes a deviation or shift in the frequency of the spectral peak, which [39] exploits for intrusion detection. While this approach can accurately detect changes as small as two instructions inside a loop in the program, it can only detect very large deviations (>500,000 instructions) outside loops.

In contrast, IDEA starts with a training set of trusted executions of a program to be monitored and learns a dictionary of fixed length “words” or windows of EM signals. The monitoring consists of splitting the signal into same-length windows and matching them against the dictionary, and producing a dictionary-based reconstruction of the signal. IDEA then flags large deviations between the observed and reconstructed signal as anomalous (e.g. malware). So, the training can be accomplished on “live” runs (without any markers or any other changes) and without any access to the source code or the control flow graph. In addition, IDEA is free
from error propagation. Hence, a few rare false mis-matches do not have a compounding impact on the overall performance of the algorithm. As a result, IDEA achieves 100% detection rate without any false positives for detecting malwares such as Ransomware and DDoS. The performance is even more impressive considering that IDEA is trained and monitored with different user-inputs (i.e. the training and the monitored executions followed different control flow paths through the program). So, there is a considerable variability between the training and the monitored program execution, which renders the anomaly detection more difficult, and the performance evaluation more realistic and reliable. Unlike some existing methods (e.g. WattsUpDoc), IDEA does not require training on the malware itself, and hence is effective against zero-day attacks. Furthermore, IDEA is equally effective both inside and outside loops.

Apart from analog side-channels, telemetry data analysis has also been exploited for network intrusion detection in ICS [41]. Likewise, behavior rule based intrusion detection system for critical medical CPSs has been demonstrated [42]. However, both of the systems struggle to achieve high detection rate at low (or near-zero) false positive rate, which is a prerequisite for monitoring any critical CPS. For ease of reference, we compare all these methods with the proposed IDEA in Table I.

IV. IDEA OVERVIEW

Figure 1 illustrates the workflow of IDEA. The signals in both training and monitoring phase are demodulated, low-pass filtered, and sampled before they are subjected to the main part of IDEA signal processing, which exploits techniques similar to template-based pattern matching to identify anomalous (hence, potentially malicious) activity during the program execution. In the training phase, IDEA learns a dictionary of EM signatures or “words” by executing trusted programs on an uncompromised reference device. Next, in the monitoring phase, it continuously monitors the target device’s EM signal by matching it and reconstructing it using the dictionary. When the reconstruction error is above a predefined threshold (i.e. there is a significant deviation from the reference EM signatures), IDEA reports an anomaly (intrusion). The rest of this section describes IDEA in more detail.

A. AM Demodulation

Unintentional EM emanations occur at various frequencies, but of particular importance is the frequency band centered around the clock frequency of the processor, a.k.a. Central Processing Unit (CPU). This is because this frequency band contains signals that are primarily a function of the instruction sequence executed by the CPU. Each processor cycle, the CPU draws a current which is a direct result of the instruction(s) being executed. Much of this instruction-dependent current is drawn by the CPU clock circuitry and by circuitry which does new computations (i.e. switches on and off) every CPU clock cycle. This creates a strong current at the CPU clock frequency which acts as a carrier modulated by the clock-to-cycle variations in program activity (i.e. executed instructions). These currents flow through wires within the processor and on the device’s printed circuit board (PCB). At CPU and memory clock frequencies (and their harmonics) the EM emanations created can propagate far enough to be observed with a high signal to noise ratio [57]. When observed this way, the emanating device has much in common with a communications system since the device is a transmitter which (inefficiently and unintentionally) transmits a message signal carrying information about program activity using an amplitude modulated carrier (i.e. the clock signal). We can then receive and demodulate this signal using wireless communications techniques. All EM signals, both in the training phase and in the monitoring phase, are AM demodulated at the processor clock frequency, low-pass filtered with an anti-aliasing filter, and sampled before being sent for signal processing.

B. Training Phase: Dictionary Learning

The training phase consists of learning a dictionary of EM signatures through the execution of trusted programs on a reference device. We execute trusted programs on an uncompromised device, and observe and record the corresponding EM signals. We use different inputs to execute different control flow paths as described in [38]. Ideally, we would like to observe all possible control flow paths. However, in a practical scenario, this may require too many inputs (hence, too many training examples). For example, a twenty level nested IF-ELSE condition will have \(2^{20} = 1048576\) different execution...
paths. Nevertheless, we aim at observing most control flow execution paths, and try to ensure that even if there are unobserved control flow paths, they are either highly unlikely or relatively brief. These goals are the same as those that guide program testing, so program inputs created to provide good test coverage of a program are highly likely to also satisfy the needs of IDEA training. Once we have the training signals, we learn the dictionary words using the following process.

1) Learning Words: The demodulated EM signal is split into multiple overlapping short-duration windows that are recorded as dictionary entries or “words”. These words correspond to the EM signature of the underlying program execution. All dictionary words have the same word-length \( l \). Each word is shifted by \( s \) samples from the previous one. When \( s \) is small, we end up with densely overlapping words. Consequently, we learn a dictionary with large number of words with slight variability (i.e. shift). This can help to achieve shift-invariant pattern matching. Shift-invariance is necessary because of hardware events, such as cache misses, that delay (or shift) the subsequent execution (and the corresponding EM signal). A cache miss can potentially occur at many different points of the program execution. It is neither practical nor even possible to generate a training set with all possible scenarios of cache hits or misses. Therefore, creating a dictionary with densely overlapped words can help us match EM signatures better under variability due to hardware activity.

2) Word Normalization: All dictionary words are post processed by mean subtraction and scale normalization:

\[
w = (w_0 - \mu) / \sigma
\]

Here, \( w \) denotes the normalized word, \( \mu \) is the mean and \( \sigma \) is the standard deviation of the unnormalized word \( w_0 \).

This normalization improves the matching accuracy by ensuring that the matching is based on the pattern (i.e. the relative shape of the waveform) rather than on the actual amplitude. For instance, due to different positions of the antenna, the distance from the processor may change between the training and the monitoring phase. Hence, the training and the monitored signals can have different scales or amplifications. This normalization nullifies such issues.

3) Dictionary Reduction through Clustering: Next, we apply clustering to reduce the number of dictionary entries. All applications have loops, which tend to repeatative EM patterns. Likewise, the same control flow paths are often reiterated at different points of the execution, and generate similar EM patterns. Consequently, the reference dictionary can have a large number of words or patterns that are very similar, and correspond to the same code execution. The objective of clustering is to assign similar words or EM patterns into a single cluster, and exploit the cluster centroid as the representative of the cluster. Using cluster centroids as dictionary words improves the computational efficiency by reducing the number of dictionary entries.

As the number of clusters \( k \) (i.e. the number of unique EM patterns) is not known a priori, popular clustering algorithms such as k-means cannot be used for the dictionary reduction. Instead, we use a threshold based clustering, where threshold \( t \) is used as a parameter. Given a cluster centroid \( c_i \), the algorithm proceeds by alternating between two steps:

**Assignment Step:** Assign each unassigned word \( w_p \) whose Euclidean distance from the centroid \( c_i \) is less than the threshold \( t \) to the cluster \( S_i \).

\[
S_i = \{ w_p : \| w_p - c_i \|^2 < t \wedge w_p \notin S_j \forall j, 1 \leq j < i \}
\]

**Update Step:** Update the cluster centroid \( c_i \) by averaging all members of cluster \( S_i \).

\[
c_i = \frac{1}{|S_i|} \sum_{w_p \in S_i} w_p
\]

Once the assignments no longer change, select a new cluster centroid randomly from the words that have not yet been assigned to any cluster. The algorithm converges when all words are assigned to a cluster.

C. Monitoring Phase: Intrusion Detection

In the monitoring phase, the EM signal is continuously monitored and matched against the dictionary, and anomalous activity is reported when the monitored signal deviates significantly from its dictionary-based reconstruction.

1) Matching and Reconstruction: The monitored EM signal is split into windows and matched against the dictionary, with Euclidean distance as the distance metric. The signal is then reconstructed by replacing each window with its best-match dictionary word. This is illustrated in Figure 2. The entire signal can be reconstructed by concatenating these best-match words that correspond to the signal’s sequence of windows, and this reconstructed signal is then used for anomaly (intrusion) detection.
2) Detection: The detection continuously compares the monitored signal with the reconstructed signal. Specifically, we compute the per-sample reconstruction error as the squared difference between samples of the monitored and the reconstructed signal:

$$e(n) = (x(n) - y(n))^2$$  \hspace{1cm} (4)

Here, $x(n)$, $y(n)$ and $e(n)$ denote the monitored signal, the reconstructed signal, the squared reconstruction error signal, respectively and $n$ denotes the sample-index.

The detection algorithm is illustrated in Figure 3. Due to considerations presented in Section D.3 below, we then apply an $L$-samples long Simple Moving Average (SMA) filter to the signal $e(n)$, yielding the filtered signal $\tilde{e}(n)$:

$$\tilde{e}(n) = \frac{1}{L} \sum_{i=0}^{L-1} e(n - i)$$  \hspace{1cm} (5)

Finally, we set a threshold on $\tilde{e}$, and whenever this threshold is breached, we report an intrusion. Figure 4 illustrates how reconstructed curves based on IDEA algorithm match the original program execution vs. the execution with malware. From the plot we can observe that reconstructed signal deviates significantly from the execution with malware compared to the deviation form the normal execution, hence allowing us to detect the malware.

D. System Parameters

The performance of IDEA depends on a number of system parameters, such as word-length $l$, word-shift $s$, and order of the SMA filter $L$. The rest of this section is a discussion of how these system parameters are chosen.

1) Word-Length: The word-length $l$ has an impact on the performance of the proposed system. The optimal word-length $l$ is a tradeoff between confidence in a match (the longer the word, the more reliable the match) and likelihood of a good match (the shorter the word, the more likely it is to find a dictionary word that matches it well).

Therefore, the word-length $l$ should be long enough to avoid good matches among a set of unrelated signals. For this reason, each dictionary entry is a sequence of processor instructions or hardware activity. This ensures that it is unlikely that a non-trained program will produce a sequence of executed processor instructions that is an excellent match for any dictionary entry of a trained program.

On the other hand, the word-length $l$ should be short enough so that random events, such as cache misses or interrupts, do not preclude good matches. For example, if we use a word that is very long, it will be difficult to find good matches in the dictionary of any reasonable size. This is because different inputs and hardware activities result in different signals when executing the same code, a reasonable-sized dictionary can contain only a small subset of the possible valid words, and a (long) window of the monitored signal will likely exhibit many input-dependent and hardware behaviors that do not match any of the dictionary words. By using a smaller word length we limit the number of word variants that can be produced, which reduces the dictionary size required for “full” coverage of these variants. Even when dictionary coverage of word variants is not complete and a window of the monitored signal has a set of input-dependent and hardware behaviors that is not represented in the dictionary, a smaller word length increases the probability that the dictionary contains a word that matches the window for most of its duration, and thus still produces a reasonably small reconstruction distance.

In order to estimate the optimal word-length $l$, we insert snippets of untrained signals into the trained or trusted reference signals. First, we record EM signals by executing a benchmark program with different inputs. Next, we follow a 10 fold cross validation to test each of these signals with and without an “untrained” insertion from a different benchmark program. Here, signals without insertion represent class 0 or “known”, while signals with insertion correspond to class 1 or “intrusion”. Figure 5 shows the histograms corresponding to “known” and “intrusion” with different word-lengths. For $w = 16$ samples, the Maximum Mean Squared Reconstruction Error (MMSRE) is low for both known (or trained) and intrusion
(or untrained) signals (i.e. even an untrained signal can be matched with words in the dictionary). As a result, the two histograms overlap. However, for \( w = 32 \) samples, MMSRE corresponding to the known signal is significantly lower than that of the intrusion, and there exists a clear threshold between the two classes. When the word-length is much larger, i.e. \( w = 128 \) samples, MMSRE for both known and intrusion signals gets much higher (i.e. even a trained signal cannot be matched with low Euclidean distance). Hence, the two histograms cannot be separated anymore.

These experimental evaluations reveal that for any intrusion larger than 256 samples, IDEA can achieve Area Under the Curve (AUC) better than 0.9995 on the Receiver Operating Characteristic (ROC) curve for any word-length between 32 to 64 samples. If not specified differently, the rest of the paper assumes word-length \( w = 32 \) of samples. This corresponds to 5\( \mu \)s of execution time, which is about 250 processor clock cycles on the FPGA board.

2) Word-Shift: Another parameter that impacts the performance of IDEA is a word-shift. Each “word” in the dictionary has to be shifted some number of samples from the previous one in order to compensate for hardware activities such as cache hit or miss. We estimate the optimal word-shift \( s \) through experimental evaluation. Again, we exploit a 10 fold cross validation in which snippets of insertions from an “untrained” program are treated as intrusion. Figure 6 shows the ROC curve for different word-shifts for an intrusion of 128 samples. It is clear that \( s = 1 \) performs the best, and the larger \( s \) results in smaller AUC. This results is intuitive as \( s = 1 \) mimics shift invariant signal matching most closely. However, it should be noted that, the detection performance for \( s = 2 \) is comparable to that of \( s = 1 \). Hence, \( s = 2 \) can be exploited to reduce the computational requirements. The number of entries in the dictionary would be roughly halved for \( s = 2 \) compared to \( s = 1 \). So, the memory requirement would be halved, and consequently, so would be the computational time. Nevertheless, as we intend to highlight the performance of our system, we use \( s = 1 \) in the remainder of this paper.

3) Filter Order: In order to justify the use of the SMA filter and to determine its optimal length, consider the following detection problem. Let \( \epsilon(n) \triangleq x(n) - y(n) \) denote the error signal, defined as the difference between the monitored and reconstructed signals. Observing an \( L \)-samples segment thereof \( \epsilon(n - L + 1), \ldots, \epsilon(n) \), we wish to decide whether:

- \( H_0 \): This is a valid program execution segment; or
- \( H_1 \): This is an intrusion code segment.

We begin by attributing two simplified statistical models to the error signal under each hypothesis; \( \epsilon(n) \) is assumed to be an independent, identically distributed (iid) zero-mean Gaussian process, but with a different variance under each of the different hypotheses:

- \( H_0 \): \( \epsilon(n) \sim N(0, \sigma_0^2) \)
- \( H_1 \): \( \epsilon(n) \sim N(0, \sigma_1^2) \)

where \( \sigma_0^2 < \sigma_1^2 \) are fixed variances (presumed known, for now). The Likelihood Ratio Test (LRT) for deciding between the two hypotheses then takes the form:

\[
\frac{f(\epsilon(n - L + 1), \ldots, \epsilon(n)|H_1)}{f(\epsilon(n - L + 1), \ldots, \epsilon(n)|H_0)} \geq \eta, \tag{6}
\]

where \( f(\cdot|H_i) \) denotes the conditional joint probability distribution function (pdf) of the observations given \( H_i, i = 0, 1 \), and \( \eta \) is a threshold value. Substituting Gaussian distributions...
and taking the log we get
\[-\frac{L}{2} \log(\sigma^2_1) - \frac{1}{2\sigma^2_1} \sum_{i=0}^{L-1} e^2(n - i) + \frac{L}{2} \log(\sigma^2_0) + \frac{1}{2\sigma^2_0} \sum_{i=0}^{L-1} e^2(n - i) \geq \frac{H_1}{H_0} \log(\eta), \] (7)
which can be further rearranged as
\[\frac{1}{L} \sum_{i=0}^{L-1} e^2(n - i) \geq \frac{H_0}{H_1} \approx \frac{\kappa \sigma^2_0}{\kappa - 1} \left( \log(\kappa) + \frac{2}{L} \log(\eta) \right), \] (8)
where \(\kappa \approx \sigma^2_1/\sigma^2_0 > 1\) denotes the ratio between the two variances. This means that the average of squared samples of \(e(n)\) over the \(L\)-samples observation interval is to be compared to some threshold \(\tilde{\eta}\). This average is precisely \(\tilde{e}(n)\), the output of a length-\(L\) SMA filter in (5), with \(e(n) \triangleq e^2(n)\).

To determine an optimal value for \(L\), note first that the mean and variance of \(\tilde{e}(n)\) under \(H_1\) are (resp.) \(\sigma^2_1\) and \(\frac{2}{L} \sigma^2_0\), \(i = 0, 1\). We note further, that if \(L\) is sufficiently large (say, larger than 10 or so), considering the Central Limit Theorem, the distribution of \(\tilde{e}(n)\) under each hypothesis is approximately Gaussian. Consequently, the false positive and false negative probabilities can be shown to decay monotonically in \(L\). Therefore, to have them minimized, \(L\) should take the largest possible value that does not breach the \(H_1\) model. Namely, \(L\) has to be chosen as the full length of the shortest possible intrusion. Since that length is not known a priori, we chose to set the filter order equal to the shortest length of insertion that we intend to detect. If not specified differently, we use \(L = 256\) as the filter length.

Note that in reality the situation is somewhat more complicated than described above. First, the iid Gaussian signal model for \(e(n)\) is inaccurate, as its samples are expected to be correlated and not necessarily Gaussian distributed; The variances \(\sigma^2_1\) and \(\sigma^2_0\) would rarely be known; And reconstruction errors may be very high for a few brief, sporadic segments, even under \(H_0\), resulting either from lack of full coverage in the training phase (i.e. lack of appropriate training examples that follow the same control flow path as the monitored signal) or from the variability of hardware activities between the training signal and the monitored signal. These complications certainly undermine any claim of optimality of the LRT in this case. However, the rationale behind the resulting test remains valid, justifying the use of the SMA filter and the choice of \(L\). For example, the possibility of short occurrences of large errors under \(H_0\) would merely increase the mean and variance of \(\tilde{e}(n)\) under \(H_0\), thereby increasing the false positive rate. Nevertheless, the dependence of this rate on \(L\) remains monotonically decreasing, still supporting our choice of the largest possible \(L\) that does not breach \(H_1\).

V. EXPERIMENTAL EVALUATION

In this section we present our experimental results on detecting several different types of malware on different applications and embedded systems. It is important to emphasize that IDEA is not limited to these applications and/or malware, but fundamentally can be applied to any system that has observable EM emanations.

A. Experiments with Different Malware Behaviors

To show the effectiveness of IDEA on detecting different malware behaviors, we selected 3 applications from the SIR repository [59]: (Replace, Print Tokens, and Schedule) and implemented three common types of embedded system malware payloads (DDoS attacks, Ransomware attacks, and code modification) on an Altera DE-1 prototype board (Cyclone II FPGA with a NIOS II soft-processor) while executing any of these SIR applications. We selected applications from SIR repository because they are relatively compact (allowing manual checks of our results to get a deeper understanding of what affects the IDEA accuracy), are commonly used to evaluate performance of techniques that analyze program execution, and have many program inputs available (each taking a different overall path through the program code), so we can use disjoint sets of inputs for training and monitoring and yet have a large number of inputs for training (to improve code coverage) and monitoring (to obtain representative results).

For DDoS cyber-attack, we assume that exploiting a vulnerability (e.g. buffer-overflow), the control-flow will be diverted (e.g. using code-reuse attack) to a code that sends DDoS packets in rapid succession, without waiting for reply from the target. After sending a burst of packets, the malware returns execution for a while to the original application, so the device continues to perform its primary functionality. In the case of an embedded device, e.g. Altera DE-1 (Cyclone II FPGA) board, there is no traditional network (e.g. Ethernet) port. So we instead implement the packet-sending activity using the JTAG port.

For Ransomware attack, we implement a CryptoViral [60], that encrypts the victim’s data, and demands ransom in return for the decryption key. We assume that the attacker inserted the malicious code through firmware modification. We used Advanced Encryption Standard, AES-128 for encryption. Encryption of large files is time-consuming, and can be easily detected by IDEA. To make things more challenging, the Ransomware we implement encrypts only one encryption block of AES-128, which corresponds to a 16-byte data. Note that more secure cyphers, e.g. AES-256, have larger encryption blocks, and are thus easier to detect.

For code modification, which is the basis of an important class of malware (APT and firmware modification attacks), we assume that the malware has already successfully modified the source code of the program, and that the goal of IDEA is to detect when this modified code executes. For example, in the Replace benchmark, there is a function called subline(), which is used to search for words in an input string. In a scenario where authorities use this code to look for names in intercepted communication, the attacker’s modification of this code would prevent any word that begins with specific initial letters from being reported.
Setup: To observe the EM emanations, we used a 2.4-2.5 GHz 18dBi panel antenna that was placed 1 m, 2 m, and 3 m away from the device (see Figure 7). We used a (fairly expensive) Agilent MXA N9020A spectrum analyzer to demodulate and record the EM emanations, primarily so we can have more control and flexibility in our investigations, but in the next section (V.B) we will show that a sub-$1000 SDR receiver (USRP-B200mini [61]) can be used instead. To assess IDEA’s performance, we have used program input sets from [59]. Malware injections occur in roughly 30% of the runs, randomly selected, and in each injection, the injection time (relative to the beginning time of the run) is drawn randomly from a set of 10 predefined values.

Detection Performance: In order to evaluate the performance of the intrusion detection system, we apply a 10 fold cross validation. We execute each benchmark program with different inputs. Some of these executions are infected with malicious intrusions. As the system does not assume any a priori knowledge about the threat models or the intrusions, we do not use any of these infected executions for training the system. Likewise, we select all the system parameters through experiments with “untrained” insertions from a different benchmark program, without using any actual infected signal. The non-infected signals are randomly divided into 10 roughly equal-sized subsets. In each fold, we test one of these subsets along with the infected signals, while the rest of the non-infected signals are used for training the system. The objective of the experiment is to measure how successfully the system can identify and differentiate between the infected and the non-infected signals.

We follow this procedure with three different benchmark programs, namely Print Tokens, Replace and Schedule. For Print Tokens, a total of 637 executions were recorded, out of which 142 were infected with different variants of malware - 68 Ransomware, 66 DDoS, and 8 code modification. In case of Replace, we have recorded 691 executions including 138 infected ones out of which 68 were Ransomware, 65 were DDoS, and 5 were code modification. For Schedule, we collect 681 executions where 144 of them were infected with 68 Ransomware, 67 DDoS, and 9 code modification.

Figure 8 plots the ROC curves for IDEA intrusion detection on different benchmark programs with different variants of intrusions. It shows excellent performance in all three benchmark programs, with Area Under the Curve (AUC) very close to 1 for Ransomware and DDoS malwares. Code modification creates a much smaller change in the program’s execution, thus is much harder to detect. However, IDEA still detects it with an AUC > 97.5%. Specifically, detection of all code modifications is achieved by tolerating a false positive rate of no more than 1% in Print Tokens and Replace, and no more than 12% in Schedule.

Detection at Different Distances: Next we test IDEA at three different distances (1 m, 2 m and 3 m) from the monitored device. The results (Figure 9) show that the performance of IDEA remains stable over different distances. In fact, for all three benchmark programs, the performance is quite similar at 1 m and 2 m, with AUC better than 99.5%. The performance degrades somewhat at 3 m, achieving 99% AUC for Replace and 98% AUC for Print Tokens and Schedule. The degradation in accuracy at the 3 m distance is mainly
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Fig. 9. Receiver Operating Characteristic curves for intrusion detection on three different benchmark programs from different distances.

due to a reduced signal-to-noise ratio (SNR) as the monitored signal weakens with distance, and we believe that these results can be improved by using customized (higher-gain) antennas and low-noise amplifiers.

Detection at Different SNR: To evaluate IDEA in presence of environmental EM noise, we apply Additive White Gaussian Noise (AWGN) to the monitored signal, and test IDEA by monitoring the benchmark application Replace at three different SNR (20 dB, 10 dB and 5 dB). The results are shown in Figure 10. Experimental evaluation demonstrates that IDEA is robust against EM noise. In fact, IDEA achieves an excellent performance (AUC > 99.5%) at 20 dB SNR. Furthermore, at 10 dB SNR, IDEA can still detect intrusions with an AUC > 95%. However, at 5 dB SNR, the detection performance degrades to a 67.4% AUC.

In addition, IDEA is inherently robust against out-of-band EM interference from adjacent devices. IDEA monitors the target device at a frequency band around its processor’s clock frequency. Any EM interference with frequencies outside this monitored band is blocked by the anti-aliasing filter during the analog-to-digital conversion (ADC). Since each device emits EM signal at its own clock frequency, interference is limited and can be filtered out using signal processing.

B. Experiments with Cyber-Physical Systems

To emphasize on practicality of IDEA and to demonstrate its ability to successfully detect real malware on real CPSs, we use IDEA to monitor three industrial CPSs implemented on a well-known embedded system, Arduino UNO. We use a control-flow hijacking attack, an APT, and a firmware modification attack on these CPSs for evaluation.

The first CPS we use is called a SyringePump which is designed to dispense or withdraw a precise amount of fluid, e.g. in hospitals for applying medication at frequent intervals [62], and it is a representative of a medical CPS. The device typically consists of a syringe filled with medicine, an actuator (e.g. stepper motor), and a control unit (Arduino UNO) that takes commands and produces controls for the stepper motor (a sample of this CPS can be found in [62]). We implement a control-flow hijack attack on this system by exploiting an existing buffer-overflow vulnerability in a subroutine (serialRead()) that reads the inputs which causes the program’s control-flow to jump to an injected malicious code. We assume that the adversary is interested in disrupting the correct performance of the system by dispensing/withdrawing an unwanted amount of fluid which could cause a significant damage to the patient, thus the injected code causes the syringe to dispense a random amount of fluid. The buffer-overflow is implemented by sending a large inputs to overwrite the stack followed by the address of the “injected” malicious code which overwrites the actual return address of the serialRead().

The second system is a proportional-integral-derivative (PID) controller that is used for controlling the temperature of a soldering iron. This type of system could also be used to control the temperature or any other critical value in other settings, such as a building or an industrial process, and thus is representative of a large class of industrial CPSs. Using a feedback loop and a history of previous temperatures, the
system keeps and/or changes the temperature to a desired temperature (a sample of this CPS can be found in [63]). To implement an APT on this application, we assume that the adversary’s malware (like in Stuxnet) has already infiltrated the system and can reprogram the device. The adversary’s goal is to change a critical value under some conditions, which in turn can cause damage to the overall physical system. In our evaluation, we made a malicious modification to the source code so that the temperature history is altered under a specific condition (e.g. for a specific model number). Consequently, the system will set a wrong temperature. The injected code is only 2 lines of code (i.e. IF(X) THEN LASTTEMPHISTORY = RANDOMVALUE).

The final system in our evaluation is a robotic arm. Robotic arms are often used for manufacturing, and are critical components of many modern factory. Robotic arms typically receive inputs/commands from a user and/or sensors and move objects based on these inputs. There is a growing concern in security of these CPSs since they are typically connected to the network and are exposed to cyber-threats (e.g. [64]). A simple implementation of such a robot can be found in [65]. For this system, we implement a firmware modification attack, where we assume that the reference libraries (e.g. library for Servo, Serial, etc.) are compromised (this can be also considered as a zero-day vulnerability). Note that, we assume that IDEA’s training contains the “unmodified” version of these library (baseline reference data). In this attack, we modify a subroutine (writeMicroseconds()) in Arduino’s Servo library [66] by adding an extra if condition to change the speed of Servo motor randomly and reprogram the system with this compromised library, assuming that the adversary is interested in causing a malfunction in arm’s movement.

Setup. An Arduino UNO with an ATMEGA328p microprocessor clocked at 16 MHz is used to implement the CPSs. A magnetic probe is used to receive EM signals from the device. Figure 11 shows the experimental setup for the SyringePump. For all measurements, we use a commercially available SDR receiver (Ettus Research B200-mini) to record the signal. B200-mini costs significantly lower than a spectrum analyzer and makes IDEA a practical option for monitoring security-critical systems. For each CPS, we use 25 randomly selected signals for training and 25 malware-free and 25 malware-afflicted signals for testing.

Detection Performance. Table II summarizes the detection accuracy of IDEA on the three CPSs. As seen in the table, in all cases, IDEA has successfully detected every instances of a malware without reporting any false positive which makes IDEA a promising framework for monitoring critical CPSs, where very small false positive rate while having a high detection accuracy is required. Note that in all cases, the runtime for the malicious code is significantly less (< 0.01%) than the overall runtime of the application.

<table>
<thead>
<tr>
<th>System</th>
<th>AUC</th>
<th>Malware Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>SyringePump</td>
<td>&gt; 0.999</td>
<td>Control-flow hijack</td>
</tr>
<tr>
<td>PID Controller</td>
<td>&gt; 0.999</td>
<td>APT</td>
</tr>
<tr>
<td>Robotic Arm</td>
<td>&gt; 0.999</td>
<td>Firmware Modification</td>
</tr>
</tbody>
</table>

**TABLE II**

**Experimental results for three malware on three CPSs.**
Variable Length of Intrusion: FPGA

- 64 samples (AUC=0.9762)
- 128 samples (AUC=0.9977)
- 256 samples (AUC=0.9995)
- 512 samples (AUC=0.9931)
- 1024 samples (AUC=0.9982)

True Positive Rate
False Positive Rate

Variable Length of Intrusion: IoT

- 256 samples (AUC=0.9999)
- 512 samples (AUC=0.9931)
- 1024 samples (AUC=0.9982)

Given confidence level, so more anomalous samples are needed to reach this increased reconstruction error threshold.

VI. LIMITATIONS AND FUTURE WORK

A major concern for commercial deployment of the IDEA monitoring system is its cost. However, we envision that IDEA will be deployed to monitor critical and high-assurance CPSs, e.g. critical infrastructures, military systems, hospital equipment etc. In such scenarios, the cost of deployment (e.g. cost of antenna, software-defined radio and signal processing) is offset by the cost of the monitored system and by the cost and consequences of security breach. In addition, deployment of IDEA is relatively simple; IDEA does not make any change to the monitored system, and thus creates no regulatory, safety, or disruption concern for the system.

Another important limitation with IDEA is its scalability. IDEA requires very high training coverage, which is difficult to achieve for larger programs. However, we exploit software engineering techniques that ensure high path coverage for training. Moreover, IDEA stores EM patterns corresponding to normal program activities in a reference dictionary. This dictionary may grow prohibitively large for larger applications. While we use clustering to keep the dictionary size manageable, future work should investigate feature dimensionality reduction techniques (e.g. principal component analysis) to further optimize the dictionary size without sacrificing the detection accuracy. In addition, future research should focus on extending IDEA’s capability to monitor multiple devices simultaneously and to monitor multi-core processors.

VII. CONCLUSIONS

This paper proposes a novel framework called IDEA that uses electromagnetic (EM) side-channel signals to detect malicious program activity on CPSs. IDEA first records EM emanations from an uncompromised device to establish a baseline of uncompromised EM patterns. Then, IDEA continuously monitors the device’s EM emanations, comparing the observed EM emanations against the reference dictionary. When the observed EM emanations deviate significantly from the entries in the reference dictionary, IDEA reports this as an anomaly which could be caused by malware. The proposed method does not require any resource or infrastructure on, or any modifications to, the monitored system itself. To evaluate IDEA’s effectiveness, we implement a number of malicious activities such as a Ransomware, a firmware modification, and a control-flow hijack on three CPSs, and then use IDEA to monitor these CPSs while it is subjected to a malicious-attack. We find that IDEA can detect different components of malware with excellent accuracy from up to 3 m, and find every instances of attacks on CPSs with perfect accuracy.
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