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Abstract We propose a novel malware detection system for critical embedded and cyber-physical systems (CPS). The system exploits electromagnetic (EM) side-channel signals from the device to detect malicious activity. During training, the system models EM emanations from an uncompromised device using a neural network. These EM patterns act as fingerprints for the normal program activity. Next, we continuously monitor the target device’s EM emanations. Any deviation in the device’s activity causes a variation in the EM fingerprint, which in turn violates the trained model, and is reported as an anomalous activity. The system can monitor the target device remotely (without any physical contact), and does not require any modification to the monitored system. We evaluate the system with different malware behavior (DDoS, Ransomware and Code Modification) on different applications using an Altera Nios-II soft-processor. Experimental evaluation reveals that our framework can detect DDoS and Ransomware with 100% accuracy (AUC = 1.0), and stealthier code modification (which is roughly a 5µs long attack) with an AUC ≈ 0.99, from distances up to 3 m. In addition, we execute control-flow hijack, DDoS and Ransomware on different applications using an A13-OLinuXino - a Cortex A8 ARM processor single board computer with Debian Linux OS. Furthermore, we evaluate the practicality and the robustness of our system on a medical CPS, implemented using two different devices (TS-7250 and A13-OLinuXino), while executing a control-flow hijack attack. Our evaluations show that our framework can detect these attacks with 100% accuracy.
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1 Introduction

Embedded and Cyber-Physical Systems (CPS) have become ubiquitous in modern life, and are projected to become a USD 6.2 Trillion market globally by 2025 [1]. A substantial part of this projected value comes from healthcare (USD 2.5 Trillion) and manufacturing industry (USD 2.3 Trillion), where networked embedded devices are used for real-time inventory tracking, to manage machines efficiently to save cost, and even to save lives. Embedded devices are prevalent in medical settings, and are widely used for portable health monitoring and electronic record keeping. In addition, medical CPSs perform many critical life supporting tasks [38]. Likewise, CPSs are deployed in many critical infrastructures including power generation, military systems, autonomous and unmanned vehicles [48] etc. However, proliferation of networked embedded devices introduce new challenges [16]. Embedded devices are exposed to security threats that can cause severe financial and physical damage.

Attackers have already targeted, and successfully compromised different CPSs including industrial control systems [13, 14, 19, 20, 36, 42], smart power grid systems [44], and medical devices [51]. Moreover, recent years witnessed a widespread Mirai Distributed Denial of Service (DDoS) attack [27], and a variety of
Ransomware attacks [8] on different Internet of Things (IoT) devices.

Securing CPSs can be a challenging task as they consist of many heterogeneous components including sensors, actuators and embedded devices. In addition, CPSs are often severely constrained by limited resource, power, and cost. Thus, existing internal malware detection techniques (e.g. hardware support [47], dynamic analysis [46], etc.) are not feasible due to their overhead to the system.

A possible solution for these issues is anomaly-based external malware detection [10,15,22,25,40,45,55]. These frameworks often use a side-channel signal (e.g. Power or EM) to gather real-time information about the system and report potential threats if there is a significant anomaly during the execution. While these frameworks are effective in many cases, they are either coarse-grained detection frameworks which are unable to detect tiny changes caused by a stealthy malware (e.g. [25, 45,52]), and/or have high detection latency which makes them less attractive option for near real-time systems (e.g. [10]), and/or does not scale well with complexity of the device (e.g. [40]).

To address these issues, we propose a novel malware detection system that leverages deviations in electromagnetic (EM) side-channel signal for detecting malicious activity on embedded and cyber-physical systems using a neural network. In the training phase, the neural network first models “normal” EM side-channel signal from an uncompromised reference device using a novel “masking” technique. Next, the system continuously monitors the EM emanations from the target device. Any unusual activity in the target device causes unexpected variations in device’s EM side-channel signal. Consequently, the emanated EM signal violates the learned model (which is trained with “normal” program behaviors only). Thus, the model’s prediction error goes high. We detect this deviation in system’s prediction error rate by applying low-pass filtering and thresholding, and report as an anomalous or malicious program activity. Our framework is able to detect tiny changes (due to time-domain analysis as opposed to frequency-domain), while having high accuracy with very low false positive rate and detection latency.

To evaluate the system, we implement different malware behaviors. First we implement a DDoS cyber-attack that sends a rapid succession of packets, a Ransomware attack that encrypts a memory block, and a stealthy source code modification attack that alters the original functionality of the application. We inject these malware components into three applications running on an Altera DE-1 prototype board (Cyclone II FPGA with a NIOS II soft-processor). To assess the performance of the detection system, we monitor EM emanations from both malware-free and malware afflicted application executions. Experimental results show that the system can detect DDoS and Ransomware attacks with 100% accuracy (100% True Positive Rate, and 0% False Positive Rate), and stealthier code modifications with an Area Under the Curve (AUC) \( \approx 0.99 \). Next, we investigate the robustness of the detection system against variations in antenna distance and in presence of environmental EM noise. We monitor the target device from four different distances (1 m, 2 m, 3 m and 4 m). In addition, we apply Additive White Gaussian Noise (AWGN) to the monitored signal to evaluate the detection performance at different SNR. The results demonstrate that the system can detect malicious activities with excellent accuracy from up to 3 m distance and/or with a 10 dB SNR. We further evaluate the system with different malicious activities, such as a control-flow hijack, a DDoS cyber-attack and a Ransomware memory encryption, on two different applications executing on an IoT device (A13-OLinuXino, with a Cortex A8 ARM processor and Debian Linux OS). Finally, to assess the practicality of the detection system, we implement a real-world medical CPS, called SyringePump, with two different devices (TS-7250 and A13-OLinuXino board). We execute a control-flow hijack attack on the SyringePump, and monitor it with the detection system. The proposed system can successfully detect all attacks on the IoT device and the SyringePump with 100% accuracy.

The major contribution of this paper is that we propose a novel framework that exploits neural network to model device’s EM side-channel signal and detect anomalies which enable us to detect even tiny malicious changes with high accuracy and relatively low detection latency. We propose a novel training method that models EM signals from an uncompromised reference device, and does not require any knowledge of the nature of the malware attack (or its EM signature). Furthermore, the detection system is equally effective for different applications, and does not require access to the application’s source code or control-flow graph. This is useful as the source code and CFG for many legacy and customized devices may not be readily available. This approach for remote program monitoring has several advantages:

1. **Non-Intrusive Monitoring:** The proposed system provides non-intrusive and remote monitoring. The system does not make any modification to the monitored system, nor does it impose any overhead on the monitored system. In fact, the target device is monitored externally, and without any physical contact.
2. **Isolation:** In addition, the detection system is isolated from the monitored system, and is not affected by any attack on the target device.

3. **Effective against Zero-Day Attacks:** Finally, the system does not require any training on the malware signature, and thus, is effective against zero-day attacks.

The rest of the paper is organized as follows: Section 2 states the assumed threat models for the detection system. Section 3 briefly discusses the related work. Section 4 provides a detailed overview of the proposed system, experimental results are evaluated in Section 5, and finally, concluding remarks are given in Section 6.

## 2 Threat Model

We propose a remote monitoring system for critical and high assurance embedded and cyber-physical devices (e.g. medical devices) by leveraging the device’s EM side-channel signal. The system can detect malicious attacks through anomalous EM emanation pattern detection. The envisioned threat model includes the following assumptions:

1. The malware detection system does not have any prior knowledge of the nature of the attack or its EM signature(s). The monitoring system only exploits the EM signature(s) of the monitored application. In addition, the detection system may not have access to the application’s source code or control-flow graph (CFG). However, we assume that the system has a reference model for malware-free EM signature(s), which we learn by monitoring an uncompromised trusted device. We further assume that the reference model is not compromised by adversarial attacks.

2. The attacker has access to the monitored device. Furthermore, the attacker has prior knowledge of the application, and consequently, can exploit any vulnerability to execute malicious attacks on the system. For instance, the attacker may exploit a buffer-flow vulnerability to launch a separate thread or process to execute a cyber-attack (e.g. DDoS). Likewise, the attacker may execute a control-flow hijack by modifying and disrupting the existing application and its original functionality. In addition, the attacker may even reprogram the application by modifying its source code, and execute malicious activity (e.g. code modification attack). However, the proposed malware detection system does not assume any knowledge of the nature of the attack, and detects malicious activity through the deviation in the device’s EM signature(s).

## 3 Related Work

Unintentional EM leakage is typically exploited by attackers for extracting cryptographic keys from target devices [3,4,21,26]. Researchers have also demonstrated practical methods for measuring EM information leakage [11,12]. While unintentional EM leakage is commonly used for cryptanalysis, EM side-channel signals can be leveraged for detailed monitoring of program activity [32]. Researchers have exploited EM side-channel signals for profiling software execution “as-is” or without any instrumentation [10,53]. Zero Overhead Profiling (ZOP) [10] exploits EM signatures, and performs a Depth-First Search (DFS) through the program’s control-flow graph to profile acyclic paths with 94% accuracy. Spectral profiling [53], on the other hand, observes that periodic program activities (e.g. loops) cause periodic EM emanation. This periodicity in EM signal appears as spectral peaks in the spectrogram, and can be detected through Short Time Fourier Transform (STFT) of the signal. Spectral Profiling exploits these spectral peaks to perform loop-level profiling of the program activity.

In addition, [25,45,52] exploit the spectral peaks for intrusion detection. Any deviation in a program’s loop causes shift in the spectral peaks. EDDIE [45] exploits this spectral shift, and can efficiently detect even tiny injections inside program loop. However, [45] can only detect much larger (>500,000 instructions) malware outside the loop. Likewise, Syndrome [52] achieves similar detection performance for medical CPs. In contrast, [25] uses a stacked LSTM (Long Short-Term Memory) neural network to model spectrum sequences (i.e. the Power Spectral Density of the EM side-channel signal), and achieves 98.9% accuracy for malware detection in PLC. However, the performance of [25] (or any system that exploits STFT) strongly depends on the size of the STFT sliding window, and it would be difficult to detect stealthier intrusions that are much smaller than the sliding window (e.g. 200µs in [25]).

Apart from EM side-channel signal, fluctuations in device’s power consumption (i.e. power side-channel signal) can be exploited for malware detection. Such approaches can, for example, protect against attacks targeting the battery life of the hand-held mobile devices [9, 29,34,39]. For instance, [29] and Smart Battery [9] exploit power profiling for mobile devices to detect power-intensive malicious activity. Likewise, VirusMeter [39] monitors battery power usage to identify “long-term” mobile malware, while [34] exploits similarities between power signatures to detect energy-greedy malware. In addition, researchers have exploited power side-channel signal for integrity assessment of Software Defined Ra-
<table>
<thead>
<tr>
<th>Ref.</th>
<th>Monitored Side-Channel</th>
<th>Device Under Test (DUT)</th>
<th>Description</th>
<th>Performance</th>
<th>Detection Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>Power Signal</td>
<td>PDA (Dell Axim X51)</td>
<td>Malware Detection</td>
<td>detects power-intensive malware</td>
<td>detects abnormal current by power profiling</td>
</tr>
<tr>
<td>[34]</td>
<td>Power Signal</td>
<td>PDA (HP iPAQ)</td>
<td>Malware Detection</td>
<td>detects energy greedy malware with 99% TPR and less than 2% FPR</td>
<td>compares power signatures with $\chi^2$ distance</td>
</tr>
<tr>
<td>[39]</td>
<td>Power Signal</td>
<td>Cell Phone (Nokia 5500)</td>
<td>Malware Detection</td>
<td>detects long-term eavesdropping, call interception and text message forwarding with 93.6%, 90.5%, 98.6% detection rate and 4.3% FPR</td>
<td>compares power consumption through machine learning</td>
</tr>
<tr>
<td>[22]</td>
<td>Power Signal</td>
<td>Software Defined Radio</td>
<td>Integrity Assessment</td>
<td>detects deviation in execution</td>
<td>correlates power signatures</td>
</tr>
<tr>
<td>[15]</td>
<td>Power Signal</td>
<td>Embedded Medical Device</td>
<td>Malware Detection</td>
<td>detects malware with 85% accuracy for unknown malware and 94% accuracy for known malware</td>
<td>exploits statistical and spectral features of dynamic power consumption using machine learning</td>
</tr>
<tr>
<td>[40]</td>
<td>Power Signal</td>
<td>8051 MCU (STC89C52)</td>
<td>Control-Flow Integrity</td>
<td>99.94% for recognizing instruction types and 98.56% for recognizing instruction sequence</td>
<td>leverages HMM and Viterbi to recover instruction types and sequence during execution</td>
</tr>
<tr>
<td>[10]</td>
<td>EM Signal</td>
<td>FPGA (Altera Cyclone II)</td>
<td>Software Profiling</td>
<td>profiles software with 94% accuracy</td>
<td>exploits depth-first tree search using control-flow graph</td>
</tr>
<tr>
<td>[45]</td>
<td>EM Signal</td>
<td>A13-OLinuXino Board</td>
<td>Malware Detection</td>
<td>detects malware inside and between the loops, accuracy 92% with 0% false positives but can detect only large intrusions (&gt; 500k instructions)</td>
<td>uses short time Fourier transform and KS test</td>
</tr>
<tr>
<td>[25]</td>
<td>EM Signal</td>
<td>PLC (Allen Bradley)</td>
<td>Control-Flow Integrity</td>
<td>98.9% detection rate (AUC)</td>
<td>uses neural network (stacked LSTM) to detect legitimate PLC executions</td>
</tr>
<tr>
<td>[55]</td>
<td>EM Signal</td>
<td>PLC (Siemens)</td>
<td>Malware Detection</td>
<td>81.25% accuracy with 90.5% TPR and 33% FPR.</td>
<td>uses deep neural network (autoencoder) based model for anomaly detection</td>
</tr>
</tbody>
</table>

| Proposed System | EM Signal          | FPGA (Altera Cyclone II, TS-7250 & A13-OLinuXino board) | Malware Detection | detects DDoS, Ransomware and control-flow hijack with 100% accuracy, and 5µs code-modification with AUC $\approx$ 90% | models EM side-channel signal with neural network |

Table 1: Comparison of related work with the proposed system in terms of type of side-channel, type of device, performance, and algorithm.

dios (SDR) [22], and for detecting malicious activity in embedded medical devices [15]. Power finger-printing [22] compares power signatures for integrity assessment of SDRs, and WattsUpDoc [15] exploits statistical and spectral features of embedded device’s dynamic power consumption to identify malicious activity. Power side-channel has also been exploited for code execution tracking in Microcontroller Unit (MCU) [40]. The system models the Control-Flow Graph (CFG) as a Hidden Markov Model (HMM) and uses Viterbi algorithm for control-flow tracking. While [40] can detect even a single instruction modification in MCU, it requires access to device’s CFG and source code, which may not be readily available for many legacy and customized systems and require a high sampling-rate equipment to receive and record the data.

While these mentioned frameworks are effective in many scenarios, they either (i) suffer from large detection latency (due to computational complexity of the model), (ii) require knowledge of the source-code/CFG and/or the malware, (iii) are unable to detect small and stealthy malware, (iv) require physical access to the system for measurement, and/or (v) have large false positive rate.

To address the above issues, our system analyzes amplitude demodulated EM side-channel signal (in time-domain) using a neural network which enable us to detect intrusions as small as 5µs with very low detection latency and high accuracy (AUC $\approx$ 0.99). For-
thermore, our framework can detect different malware behaviors (e.g. DDoS, Ransomware) with 100% TPR and 0% FPR. Moreover, the system can successfully detect malware in more complicated systems such as A13-OLinuxino Single-Board-Computer (which uses a 1 GHz ARM Cortex A8 processor and a Debian Linux OS) and can monitor the system from up to 4 m distance without any explicit knowledge about the device’s source code or CFG.

Neural networks are used for a wide variety of applications including speech recognition [23], image classification [35], natural language processing [17] etc. Neural network models are also exploited for time-series prediction [33], stock market forecasting [54], and network traffic prediction [5]. Likewise, [41] exploits a LSTM network for anomaly detection in time-domain signal, such as ECG signal, through forecasting. Unlike traditional forecasting or forecasting based anomaly detection, which use only past values to model future trends, we use a novel training method that uses both past and future samples. Such an approach enables us to accurately predict the amplitude of EM signal for any given point during the execution. Further details about our framework are presented in the next section.

4 Overview of the Proposed System

We exploit a multilayer neural network for anomalous (hence potentially malicious) program activity detection through device’s EM side-channel signal analysis. Figure 1 demonstrates a high-level overview of the proposed system. During the training phase, the neural network is trained to model the device’s EM side-channel signal by executing trusted programs on a reference device. After training, the system is deployed, and continuously monitors the EM emanation from the target device. When the target device performs malicious activity, it emanates anomalous (i.e. untrained) EM signal. The deviation in the EM signal causes higher prediction error (as shown in Figure 2), and the system reports this as an anomalous program activity. We describe the system in further detail in the following sections.

4.1 Amplitude Demodulation

Before feeding to the neural network, the emanated EM signal is first received through an antenna, amplitude demodulated at the CPU clock frequency, and digitized using an analog-to-digital converter (ADC). At each processor cycle, as the CPU executes new instructions, the states of its internal digital circuits keep changing (i.e. switch on and off). This causes a current at the CPU clock frequency whose amplitude is modulated by the variations of the executed instructions. The carrier modulated current, in turn, causes EM emanation, as it flows within the processor, and through the device’s printed circuit board (PCB) [57]. Thus to analyze the program-related activities, we demodulate the received signal $r(t)$ at the CPU clock frequency $f_c$.

$$x_a(t) = |r(t) \times e^{j2\pi f_c t}|$$

Here, $x_a(t)$ is the amplitude demodulated analog signal, and $t$ denotes the time. The demodulated signal $x_a(t)$ is then passed through an anti-aliasing filter with bandwidth $B$, and sampled at a sampling period $T_s$.

$$x_d(n) = x_a(n T_s)$$

Here, $x_d(n)$ denotes the sampled signal at sample index $n$. The anti-aliasing filter cancels unwanted signals with frequencies beyond $f_c \pm B$. Note that, the sampling period $T_s$ is determined by the well known Nyquist criterion $\frac{1}{2T_s} > 2B$.

Finally, we preprocess $x_d(n)$ by scale normalization.

$$x(n) = \frac{x_d(n)}{\max(x_d(n))}$$
This ensures that the value of \( x(n) \) is between zero and one and also makes the system robust against changes in amplitude of the EM signals (e.g. due to change in the antenna’s position, etc.). Finally, \( x(n) \) is used as the input for the neural network.

Furthermore, the amplitude demodulation safeguards against minor deviations in the monitored device’s clock frequency. The monitored device can have clock frequency shift (due to manufacturing variation) and drift (due to temperature changes). However, the system dynamically detects the device’s clock frequency \( f_c \), and applies synchronous amplitude demodulation at the detected clock frequency (Equation: 1). Consequently, the system is robust against clock frequency shift and drift of the monitored device.

4.2 Proposed Neural Network

We use a Multilayer Perceptron (MLP) to model the device’s EM side-channel signal. An MLP is a class of feedforward artificial neural network which consists of, at least, three layers of nodes: an input layer, a hidden layer and an output layer. The output of a node in one layer is typically connected as the input for all nodes in the next layer (i.e. fully-connected layer). As such, it forms a weighted and directed graph, and can be exploited to infer complex functions from observations [18,37].

Each node \( j \) computes a weighted sum of its inputs \( x \), and adds a bias \( b_j \) to it (as illustrated in Figure 3).

\[
z_j = \langle w_j, x \rangle + b_j
\]  

(4)

Here, \( z_j \) is the weighted sum of the inputs and the bias at node \( j \), and \( x = [x_1, x_2, x_3, ..., x_m] \) and \( w_j \) is the vector of connection weights,

\[
w_j = [w_1, w_2, w_3, ..., w_m]
\]

and \( \langle \cdot, \cdot \rangle \) denotes the scalar product operation. Next, \( z_j \) is passed through an activation function (e.g. sigmoid function, hyperbolic tangent function, linear and rectified liner functions etc.) [31],

\[
y_j = \phi(z_j)
\]  

(5)

Here, \( y_j \) denotes the output of node \( j \) after applying the activation function \( \phi(\cdot) \). The activation adds non-linearity to the neural network, and helps to model non-linear functions.

While each node performs a simple computation, a neural network can learn to approximate complicated functions by adjusting its weights and biases through training. During training, the network parameters (i.e. weights and biases) are optimized by minimizing a loss function (or cost function) through backpropagation algorithm [50].

As illustrated in Figure 4, the proposed system exploits a neural network architecture that has six fully-connected hidden layers with 256, 128, 96, 64, 32 and 16 nodes respectively. The input layer has 128 input nodes (i.e. a vector of 128 consecutive samples of \( x(n) \)) while the output layer has only one output node (i.e. the estimated amplitude for sample \( n \)). All the hidden layers and the output layer use Rectified Linear Unit (ReLU) as activation function as rectified linear units have shown to improve performance [43,58] by mitigating the well-known vanishing gradient [28] problem.

We used MLP to model EM patterns. The other popular network architectures include Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). CNNs are traditionally used for 2D data (e.g. image classification), while RNNs are useful for sequence data (speech recognition, Natural Language Processing, time-series prediction etc.). However, RNNs are generally harder to train. MLPs, on the other hand, are very flexible, and can efficiently learn complex input to output mapping. Thus, we chose MLP due to its simplicity, flexibility and computational efficiency.
4.3 Masking and Prediction

Our proposed neural network models the device’s EM side-channel signal, and predicts (or outputs) the amplitude (or value) of the EM signal at any instance, given the past and the future EM signal values (or samples) as inputs. The output is

$$y(n) = f(x^{(n)})$$

(6)

where \(f(\cdot)\) denotes the neural network model for the device’s EM side-channel signal, \(y(n)\) is the output (or predicted value), and \(x^{(n)}\) denotes the input vector of the neural network at sample-index \(n\). The input vector \(x^{(n)}\) consists of \(D\) samples (i.e. \(D = 2(d - k) = 128\) in our system). To better predict \(y(n)\), our model uses \(d\) previous and \(d\) future samples. However, we hide or mask the \(k\) immediate past and the \(k\) immediate future samples, as illustrated in Figure 5. The main reason for using such a mask is that the adjacent samples from an analog time-domain signal, such as EM signal, are usually highly correlated, especially at higher sampling rate. As such, the value of any unknown sample can be predicted through interpolation of its adjacent samples. However, interpolation would not be useful for differentiating between normal and anomalous EM signal patterns. We exploit neural network model to differentiate anomalous EM signal from normal EM signal through an increase in prediction error. Therefore, we want a prediction model that works well (i.e. low prediction error) for normal (i.e. trained) patterns but results into high prediction error for anomalous (i.e. untrained) patterns. An interpolating function models unknown sample as a weighted sum of its neighbors. While interpolation could be a good model for predicting highly correlated samples, it would work equally well for both trained and untrained patterns. Thus, the prediction error for the untrained EM signal would be similar to that of the trained signal. Consequently, it would be difficult to differentiate between the normal and the anomalous activity. Therefore, we mask the adjacent samples to force the neural network to model (or remember) the “normal” EM signal patterns, rather than learning an interpolating function. In our proposed system, we mask 8 immediate past samples and 8 immediate future samples (i.e. \(k = 8\)), and after removing the immediate 8 samples, use the remaining 64 past and 64 future samples (i.e. \(d - k = 64\)) as inputs as written in:

$$x^{(n)} = [x(n - d), x(n - d + 1), ..., x(n - k - 1), x(n + k + 1), ..., x(n + d - 1), x(n + d)]$$

(7)

It is important to mention that we found that without using masking, the network performs poorly in detecting anomalies.

In the training phase, we collect EM signals by executing malware-free applications on a reference device. We then extract a smaller window from the recorded EM signal. The window consists of \(2d + 1\) samples, out of which \(2(d - k)\) samples are used as the input vector \(x^{(n)}\), 1 sample is used as the target output \(x(n)\), while \(2k\) samples are masked. Thus, the window acts as a training example (i.e. input and target output pair, \((x^{(n)}, x(n))\)). We then calculate the squared error, \(e(n)\), which is computed as the squared difference between the predicted value, \(y(n)\), and the true or target output value, \(x(n)\), using the given training pair.

$$e(n) = (y(n) - x(n))^2$$

(8)

Next, we slide this window through the entire EM signal to get \(M\) training examples by setting \(n = 1, 2, ..., M\). We use Mean Squared Error (MSE) as the loss function. MSE is the average of the squared prediction error \(e(n)\).

$$\text{MSE} = \frac{1}{M} \sum_{n=1}^{M} e(n).$$

(9)

Here, \(M\) is the number of training examples (i.e. total number of windows) which in our evaluations typically ranges between 2 to 5 million samples. During training, the network parameters are optimized by minimizing the loss function MSE through Stochastic Gradient Descent (SGD) [7] optimization. Note that our Neural Network training is designed such that it minimizes the average error not the error for individual prediction. The main reason is that during training we observed that individual samples can sometimes experience relatively large error due to temporary changes in EM signals caused by transient noise (e.g. EMI) and/or micro architectural events (e.g. cache misses), however, the overall behavior of the signal follows a deterministic pattern for a given application. Thus as the MSE is
minimized, the neural network learns to model and predicts the EM signal more accurately (i.e. the prediction error decreases on average).

4.4 Anomaly Detection

During the monitoring phase, the trained neural network model is deployed to monitor a target device. The system continuously observes the EM emanation from the device, and extracts input and target output pair \((x^{(n)}, y^{(n)})\) from the EM signal. We use \(x^{(n)}\) as test inputs to predict \(y^{(n)}\), and compute the squared prediction error \(e^{(n)}\). When the target device performs malicious or anomalous activity (i.e. any activity that the neural network was not trained with), it causes unexpected deviations in the device’s EM signal. This, consequently, increases the network’s squared prediction error \(e^{(n)}\). We exploit this fluctuation in \(e^{(n)}\) to detect malware execution.

To avoid false positives due to transient noise or variations in hardware activities which could cause temporary large errors, we low-pass filter the squared prediction error \(e^{(n)}\), and apply thresholding to detect anomalous program behavior. Figure 6 shows an example on how filtering and thresholding can be helpful to avoid false positives while maintaining the accuracy. We apply an \(2N+1\) samples long Moving Average (MA) filter (as a low pass filter) to the signal \(e(n)\), yielding the filtered signal \(\tilde{e}(n)\):

\[
\tilde{e}(n) = \frac{1}{2N+1} \sum_{i=-N}^{N} e(n-i) .
\]

This low pass filtering results into a bi-modal Probability Density Function (PDF) (as shown in Figure 7), where the squared prediction error \(\tilde{e}(n)\) for normal and malicious program activity can be separated by a threshold \(\theta\). Thus, we set a threshold \(\theta\) on \(\tilde{e}(n)\) between the two PDF, and report anomalous program activity whenever \(\tilde{e}(n) > \theta\).

4.5 System Parameters

The performance of the detection system depends on a number of system parameters, such as the length of the input vector \(D\), the size of the mask \(k\), the moving average filter parameter \(N\) and the threshold parameter \(\theta\). In this section, we discuss how these parameters are chosen, and their impacts on the system performance.

Input Vector Length \(D\): The EM signal represented by the input vector provides a “context” for the prediction. More specifically, the Neural Network exploits the past and the future EM patterns to predict the present EM amplitude. While a larger value for \(D\) increases the “context”, this also adds to the complexity of the Neural Network, and may lead to overfitting. Thus, from empirical evaluation, we use \(D = 128\).

Mask Size \(k\): The adjacent samples of the EM signal are more correlated at higher sampling rate (i.e. with lower time-gap between two adjacent samples). Thus, intuitively the mask (or \(k\)) should be larger with higher sampling rate. However, a mask that is too large may overshadow the “context”, and interfere with the prediction. We monitored FPGA, TS-7250 and A13-OLinuXino with 10 MHz bandwidth (i.e. 5 MHz bandwidth on either side of the clock frequency). Thus, we used the same mask (\(k = 8\)) throughout all experiments.

Moving Average Filter Parameter \(N\): The moving average filter helps to reduce false positives due to unpredictable variabilities in hardware activities (e.g. cache misses). These variabilities can cause transient yet high-valued prediction errors. As such, the PDF of the squared probability.
error for normal activity resembles an exponential function with a long-tail (as shown in Figure 8). This tail overlaps with the PDF of the malicious activity, and consequently generates a lot of false positives. However, the MA filter reduces the false positives by transforming the PDF into a symmetric (Gaussian-like) function. With increasing N, the function gets sharper with shorter tail, and results into fewer false positives (i.e. less overlap with the PDF of the malicious activity). However, this reduction of the false positives comes at the cost of increased detection latency. Furthermore, shorter malicious activities (e.g. intrusions that are shorter than N samples) may go undetected. Thus, the optimal N is a trade-off between reliable detection (low false positives) and detection latency. In our experiments, we used N = 64 for monitoring FPGA, and N = 1024 for monitoring TS-7250 and A13-OLinuXino board. The higher order MA filter safeguards against larger variations in EM signal due to the unpredictable activities by the OS.

Threshold θ: The threshold θ helps to distinguish the malicious activities from the normal activities, and is chosen using the PDF of the squared prediction error. If the squared prediction error has bi-modal and disjoint PDF for normal and malicious activity, we can achieve 100% detection with zero false positive by setting the threshold θ between the two PDFs (as in Figure 7). However, if the two PDFs overlap, the value of θ is a trade-off between false positives and false negatives. Higher value of θ will lead to lower false positives at the cost of higher false negatives, and vice versa. Note that, in case of zero day attacks, we don’t have prior knowledge about the PDF for the malicious activity. Thus, we set the threshold θ slightly right to the tail of the PDF corresponding to the normal activity.

5 Experimental Evaluation

We evaluate the proposed system with several different types of malware on different applications and embedded systems.

5.1 Embedded Device with Different Malware Behavior

We implement two types of embedded system malware payloads (DDoS attacks, Ransomware attacks) and a code modification attack (similar to Stuxnet) on an Altera DE-1 prototype board (Cyclone II FPGA with a 50 MHz NIOS II soft-processor). The DDoS attack exploits vulnerabilities such as buffer-overflow to divert the control-flow to send DDoS packets in rapid succession through the devices JTAG port. We also implement a Cryptoviral Ransomware [6] that performs only a single (16-byte) block encryption of AES-128. Intuitively, larger encryption should be easier to detect. Finally, we evaluate a Code Modification attack where the source code has been slightly modified. We added a small (about 10 instructions) to the source code to mimic the behavior of Stuxnet-like malwares where the adversary modifies the code to change a critical value based on some conditions.

We inject these malware behaviors into three selected applications (Print Tokens, Replace and Schedule) from SIR repository [49]. The system was trained and tested with a disjoint set of user inputs (i.e. the training and testing executions has different user inputs, and thus follow different control-flow paths). Consequently, there were significant variations in execution time for different inputs. For instance, in Replace, the shortest execution lasts only 71 µs while the longest one is 4.58 ms. Likewise, in Print Tokens, the shortest execution is 116 µs and the longest execution takes 10.8 ms. Similarly, for Schedule, the shortest execution is 48 µs and the longest execution takes 12.2 ms. We used inputs (for both training and testing) that
provides high path coverage (using LLVM to find the paths). For example, the Print Tokens application has 87 unique acyclic control-flow branches, out of which 83 were executed by the test set. Likewise, the Replace application has 96 unique acyclic control-flow branches, out of which 74 were executed during testing. Similarly, the Schedule application has 83 unique control-flow branches, and all of them were executed by the test set.

The training and the cross-validation program executions were uncompromised (i.e. without malware), while the testing contained both compromised and uncompromised program executions. For Print Tokens, we used 400 training, 45 cross-validation, and 192 testing executions, of which 66 had DDoS, 68 had ransomware, 8 had code modification, while 50 were without malware. Likewise, for Replace, we used 458 training, 45 cross-validation and 188 testing executions. The testing set contained 65 DDoS, 68 Ransomware, 5 code modification malware, and the rest (i.e. 50) were uncompromised. The Schedule benchmark had total 284 training, 103 cross-validation and 294 testing examples. The testing set included 67 DDoS, 68 Ransomware, 9 code modification, and 150 executions were without malware.

<table>
<thead>
<tr>
<th>Application</th>
<th>Area Under the Curve (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Print Tokens</td>
<td>1.0</td>
</tr>
<tr>
<td>Replace</td>
<td>1.0</td>
</tr>
<tr>
<td>Schedule</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2 Detection performance for different malware behaviors and different applications.

Table 2 demonstrates the performance of the proposed system for detecting different malware activities on different applications. Results show that the system can detect all DDoS and Ransomware without any false positive (AUC = 1.0), and for code modification the system achieves roughly 0.99 AUC. It should be noted that the execution time for DDoS and Ransomware is much larger (roughly 25 µs and 150 µs respectively) than that of the code modification attack, which takes up only 5 µs. Hence, code modification is stealthier, and harder to detect.

<table>
<thead>
<tr>
<th>Distance</th>
<th>Area Under the Curve (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1m</td>
<td>1.0</td>
</tr>
<tr>
<td>2m</td>
<td>1.0</td>
</tr>
<tr>
<td>3m</td>
<td>0.99</td>
</tr>
<tr>
<td>4m</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 3 Detection latency for different malwares.

We further evaluate the detection latency of the system. We use a non-causal prediction model (i.e. the neural network exploits both past and future samples to predict the present sample value). This causes a delay of $d = 72$ samples (5,625 µs) in prediction. In addition, the moving average filter introduces a delay of $N = 64$ samples (5 µs). Thus the total system delay is $d + N = 136$ samples (10,625 µs). However, the detection latency will be higher than the system delay due to the time taken for threshold breaching by the anomalous EM pattern. The experimental mean detection latency for DDoS, Ransomware and code modification are presented in Table 3. Both DDoS and code modification are detected in less than 13 µs while Ransomware is detected in 22 µs. In comparison, [25] and [45] has latency greater than 200 µs and 2000 µs respectively.

5.2 Robustness against Variations in Antenna Distance

To evaluate the robustness of the system, we trained and tested the system by placing the antenna at different positions. It is reasonable to assume that the system will be trained with a reference device, and then deployed to monitor a different target device. As such, the antenna placement and positioning may vary between the training and the monitoring phase. Thus, it is important that the detection system is robust against variations in antenna placements. To evaluate the robustness of the system, we first trained the system from
1 m distance, and then used this trained system to monitor the target device from four different distances (1 m, 2 m, 3 m and 4 m). Table 4 shows that the system is robust against variations in antenna distance. In addition, the system demonstrates excellent performance from up to 4 m distance. Further distance causes some degradation in system performance due to the lower Signal-to-Noise Ratio (SNR) at higher distance. Note that our framework is not limited by distance and higher distance coverage can be achieved by using higher gain antennas (e.g. [30]).

5.3 Robustness against Noise and Interference

We further evaluate the robustness of the system against environmental noise by applying Additive White Gaussian Noise (AWGN) to the monitored signal. Any practical monitoring system should be able to detect security threats under potentially noisy environment. Thus, we evaluate the performance of the detection system at different SNR by applying AWGN to the monitored signal. Table 5 shows that the system is robust against noise, and has an excellent detection performance even at an SNR as low as 10 dB.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Area Under the Curve (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Code Inj.</td>
</tr>
<tr>
<td>30 dB</td>
<td>1.0</td>
</tr>
<tr>
<td>20 dB</td>
<td>1.0</td>
</tr>
<tr>
<td>10 dB</td>
<td>1.0</td>
</tr>
<tr>
<td>5 dB</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 5 Detection performance at different Signal to Noise Ratio.

In addition, the system is inherently robust against any EM interference outside its monitored bandwidth. As described in Section 4.1, the anti-aliasing filter used during the analog-to-digital conversion nullifies any signal with frequencies beyond \( f_c \pm B \). Here, \( f_c \) is the clock frequency of the monitored device, and \( 2B \) is the monitored bandwidth. Thus, any EM interference outside the monitored bandwidth does not influence the detection performance.

5.4 Attack on IoT Device

We implement three different malicious activities (e.g. code injection, DDoS and Ransomware) on an IoT device (A13-OLinuXino board with 1 GHz Cortex A8 ARM processor and Debian Linux OS). We inject these malicious behaviors into two selected applications (basic math and bit count) from MiBENCH [24]. First, we implement a buffer overflow attack to inject shellcode into the application. Next, we port a DDoS bot in a selected location of the application. The DDoS bot sends 100 TCP SYN packets, and then resumes to normal program activity. Finally, we implement a Ransomware prototype that performs AES 128 encryption.

<table>
<thead>
<tr>
<th>Application</th>
<th>Code Inj.</th>
<th>DDoS</th>
<th>Ransomware</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Math</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Bit Count</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 6 Detection performance for different malware behaviors on IoT device.

We monitored the emanated EM signal with a small magnetic probe placed 5 cm away from the system using a commercially available software-defined radio (Et tus Research B200-mini) with a bandwidth of 40 MHz centered at the clock frequency (1 GHz) of the device. The collected signal was then demodulated, digitized, down-sampled to 10 MHz sampling rate, and finally processed through the proposed neural network framework. For each application, we trained the system with 25 uncompromised (malware-free) executions. Next, we test the system with 100 executions (25 malware-free, 25 with code injection, 25 with DDoS and 25 with Ransomware). Experimental evaluations (in Table 6) show that the system detects all malicious activity without any false positive.

We used the same neural network architecture and parameters (e.g. \( D=128 \) and \( k = 8 \)) throughout all experiments. However, we exploited a higher order moving average filter (N=1024) to avoid false positives due to transient activities by the OS. Consequently, the detection latency of the system was higher (roughly 120 \( \mu s \)), which is still considerably lower than [25] and [45] (200 \( \mu s \) and 2000 \( \mu s \) respectively). Note that, [45] used a similar experimental setup (e.g. same benchmark applications executed on same device with similar code injection attacks). However, [25] monitored a PLC - a simpler device (e.g. slower clock speed and does not have an OS). Intuitively, it should be easier to model EM emanation from a simpler device (e.g. in absence of unpredictable OS activities), and thus should lead to lower detection latency.

5.5 Attack on Medical Cyber-Physical System

We further evaluate the system by implementing malicious attacks on a medical CPS called SyringePump. A SyringePump is a medical device that can dispense or withdraw a precise amount of fluid or medicine [56]. A SyringePump has three main components, a syringe filled with medicine, an actuator (typically a stepper
motor), and a control unit that receives user inputs, and controls the actuator accordingly.

<table>
<thead>
<tr>
<th></th>
<th>TS-7250 Board</th>
<th>A13-OLinuXino</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 7 Malware detection performance for SyringePump implemented with different devices.

To evaluate the robustness of the proposed malware detection system, we implement an Open Source SyringePump [2] with two different devices:
1) TS-7250 Board (200 MHz Cirrus EP9302 ARM9 CPU with a Debian Linux OS), and
2) A13-OLinuXino Single-Board-Computer (1 GHz ARM Cortex A8 processor with a Debian Linux OS).

We exploit a buffer overflow vulnerability in the serialRead() function to hijack the control-flow, and call MoveSyringe() function to dispense or withdraw an unwanted amount of fluid. This is an example of a code-reuse attack where the attacker repurposes existing code to perform unwanted action. As the attacker executes existing code, albeit in an undesired way, a code-reuse attack can be harder to detect. Any failure to administer medication at an appropriate dosage can have serious consequences for the patient. Thus, this attack poses a critical threat to the integrity of the SyringePump. For monitoring, we place a small magnetic probe 5 cm away from the system, and record and demodulate the signal using a commercially available software-defined radio (Ettus Research B200-mini).

We train the system with 25 executions, and test it with 50 executions, out of which half were compromised with malware. Experimental results (in Table 7) show that the system achieves excellent performance, and detects all malicious activity without any false positive.

6 Conclusions

We propose a novel framework for malware detection in critical and high-assurance embedded and cyber-physical systems using EM side-channel signal analysis. The system models device’s EM emanation with a multilayer perceptron (MLP), and detects anomalous or malicious program activity through deviations in the EM fingerprint. The system is trained with EM signal from an uncompromised reference device, and can predict EM emanation for normal (i.e. trained) program activity. However, whenever the monitored device performs any malicious (i.e. untrained) program activity, the trained neural network model fails, and results in high prediction error. We then detect this deviation in prediction error, and report anomalous activity. The system does not require any knowledge about the nature of the attack or its malware signature, thus ensures protection against zero-day attack. In addition, the system can provide non-intrusive and remote monitoring (without any physical access to the device), and does not require any modification to the monitored system. Neither does it impose any overhead on the monitored device. The detection system can train its model by observing device’s EM emanation, and does not require any access to the source code or the control-flow graph of the monitored system. We demonstrate the effectiveness of the system with several key malware behaviors (DDoS, Ransomware and Code Modification), which the system could detect with an excellent accuracy (AUC ≈ 0.99) from up to 3 m away. System was also able to detect attacks on an IoT device and a medical CPS with 100% accuracy.
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