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ABSTRACT
This paper describes EM-Based Detection of Deviations in Program Execution (EDDIE), a new method for detecting anomalies in program execution, such as malware and other code injections, without introducing any overheads, adding any hardware support, changing any software, or using any resources on the monitored system itself. Monitoring with EDDIE involves receiving electromagnetic (EM) emanations that are emitted as a side effect of execution on the monitored system, and it relies on spikes in the EM spectrum that are produced as a result of periodic (e.g. loop) activity in the monitored execution. During training, EDDIE characterizes normal execution behavior in terms of peaks in the EM spectrum that are observed at various points in the program execution, but it does not need any characterization of the malware or other code that might later be injected. During monitoring, EDDIE identifies peaks in the observed EM spectrum, and compares these peaks to those learned during training. Since EDDIE requires no resources on the monitored machine and no changes to the monitored software, it is especially well suited for security monitoring of embedded and IoT devices. We evaluate EDDIE on a real IoT system and in a cycle-accurate simulator, and find that even relatively brief injected bursts of activity (a few milliseconds) are detected by EDDIE with high accuracy, and that it also accurately detects when even a few instructions are injected into an existing loop within the application.
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1 INTRODUCTION
As network-connected computing systems become a part of the infrastructure and are integrated into an increasing number of physical objects to form the Internet of Things (IoT), it is becoming increasingly important to detect malicious additions, removals, and changes to the software of the system [55]. Typically, an attack exploits a vulnerability in the software, e.g. a memory-related one [29], to take over (hijack) control-flow and execute its malicious code. Attacks are more valuable to their perpetrator if they remain undiscovered, so they typically introduce limited changes to the execution of the victim software, while leaving most of its functionality and code unaffected.

The most widely used form of defense against attacks are antivirus, which statically scan memory and/or files to detect patterns that indicate the presence of known viruses, Trojans, etc., [27]. To counteract this, some attacks use code mutation, encryption, and other approaches that make them hard to detect statically [84].

Dynamic detectors try to overcome this problem by monitoring the execution of the application, looking for suspicious activity. Some dynamic detectors look for dynamic behaviors that correspond to known types of attacks, but detection of previously unknown attacks typically relies on creating a model of its correct behavior and then looking for deviations from this model. Ideally, a detector would have a model that exactly specifies all possible correct behaviors and only correct behaviors, and then any deviation from this model can be reported as a problem. Unfortunately, most software is too complex to be fully specified in this way, and the checking of such detailed models would be too expensive, so most practical detectors track how some aspect of the execution evolves over time, build a model that approximates how that aspect of the execution behaves normally, then monitor that aspect of execution and report a problem when it deviates too much from the model.

The aspects of the execution that have been used for such anomaly detection include various software/hardware activities such as system calls, function calls, control flow, data flow, performance counters, etc. [2, 5, 9, 22, 25, 28, 53, 58, 61, 62, 66, 67, 76, 80, 82, 86].

However, information about these aspects of the execution is only available within the monitored system itself, so the detector must either execute on the monitored system or add dedicated software or hardware to the monitored system to convey the required information to another system. This creates both performance and resource (e.g. memory) overheads on the monitored system, and these overheads become very high if the monitoring uses an information-rich aspect of execution, such as tracking the basic-block sequence and verifying instruction words as they are executed. Furthermore, relying on the monitored system itself to actively participate in its own verification
allows the monitoring itself to be subverted in the same attack that takes over the whole system.

Recent work [13, 72] has shown that electromagnetic (EM) signal that are emanated as a side-effect of program execution can be successfully used for execution profiling, where the EM-based profiler attributes execution time by deciding which of the signal fragments observed in training is the best match for each fragment of the training-time signal. This work shows that EM signals may also be usable for anomaly detection. However, the decision in anomaly detection is not about selecting one of training-time signals. Instead, the anomaly detection decisions are about whether the signal sufficiently deviates from training-time signals, for some well-chosen metric of “deviates” and method of deciding about “sufficiently”.

This paper describes an EM-based anomaly detection method, which we call EM based Detection of Deviations in Program Execution (EDDIE). EDDIE identifies spikes in the EM spectrum of the received EM signal, which correspond to loops and other periodic activity. EDDIE’s training consists of characterizing the the spectral spikes observed during training in each loop and other repetitive region of the program, as well as the statistical properties of these spikes. EDDIE’s anomaly detection consists of assessing the probability that the spikes observed during monitoring belong to the same statistical distribution that was learned during training.

We believe that EDDIE would be particularly useful as a dedicated monitor for systems embedded in critical infrastructure, such as industrial, power plant, and other control systems, or for auditing the behavior in-body medical devices when a patient visits the doctor’s office. In both scenarios, software changes and direct manipulation of devices is highly undesirable, while the cost of an EDDIE setup (see Section 5.1) is very low compared to the total cost of the monitored system(s).

Our evaluation focuses on how sensitive EDDIE is to the amount of injected execution, i.e. how many instructions can the injected code execute before being detected by EDDIE. We evaluate both a burst of injected execution, when the attack’s injected work is performed all at once, and an injection into an existing loop, e.g. to improve stealth by spreading the injected work over time by interleaving it with the original work of the application’s loop. We find that even relatively brief injected bursts of activity (a few milliseconds) are detected by EDDIE with high accuracy, and that it also accurately detects injections of even a few instructions into an existing loop body. One way to interpret these results is that, to avoid detection by EDDIE, the amount of injected execution per second must be very low, i.e. the injected code can avoid detection only if its activity utilizes a very small percentage of the monitored system’s potential.

The main contributions of this paper are:

- Proposing EDDIE, a new approach to monitoring execution and detecting anomalies without any modification to or cooperation from the monitored system.
- A proof-of-concept implementation of EDDIE that demonstrates its potentials.
- A detailed characterization of EDDIE implementation in the context of code injection, showing that EDDIE can detect injected code even if a brief (a few milliseconds) burst of injected code is executed, and that it can detect injections of just a few instructions within a loop body.

The rest of this paper is organized as follows. Section 2 is a brief overview of the background material related to our approach, Section 3 provides an overview of the EDDIE approach, Section 4 discusses details of our proof-of-concept implementation of EDDIE, Section 5 presents the results of our experimental evaluation of EDDIE, Section 6 reviews related work, and Section 7 concludes our paper.

## 2 BACKGROUND

Electronic circuits within computers generate electromagnetic (EM) emanations [3, 38, 85] as a consequence of changes in current flow within a computing device. Since current flows in a system vary with program activity, these EM emanations often contain some information about program activity in the system. Most research work on EM emanations has focused on the risks they create as side-channels, i.e., as a way for attackers to extract sensitive data values (such as cryptographic keys) from the system [3, 30], and on countermeasures against such attacks, primarily for smart-cards used for authentication and payments [41, 45, 51, 64, 65, 73, 74, 77, 78].

More recently, power signals have been used to learn more about program behavior. For example, power fluctuations are used to identify web-pages during browsing [16] or find anomalies in software activity [4, 18]. EM emanations are used in [13, 72] to profile software activity. An observation is made in [72] that, when a loop executes on the profiled device, the emanated spectrum has spectral features that are repeatable and easy to observe. After detailed investigation, it was found that loops tend to have “peaks” in the spectrum that corresponds to per-iteration timing, so program execution can be efficiently profiled at the loop granularity by monitoring the emanated EM spectrum. It was also found that the strongest “peaks” are observed when an existing periodic signal (e.g. a clock signal with frequency $F$) is amplitude modulated by changes in processor activity.

To illustrate this concept, Figure 1 shows a spectrum of an AM modulated loop activity. In Figure 1 we can observe three peaks. The middle peak is at frequency $F_{\text{clock}} = 1.0079 \text{ GHz}$ and corresponds to the processor clock signal of the monitored device. The two peaks to the left and right of this peak (at frequencies $F_{\text{LL}} = 1.00536 \text{ GHz}$ and $F_{\text{LR}} = 1.01064 \text{ GHz}$, respectively) are the spectral components of a loop activity that is amplitude modulated by the clock (carrier) signal. The corresponding loop activity has per-iteration execution time of approximately $T = 379 \text{ ns}$, thus whenever this loop is active, it produces sidebands with frequency of $f = 1/T = 2.64 \text{ MHz}$ to the left and the right from the carrier signal.

While [72] has shown that the EM spectra can be used to deduce which loop in the program is currently active, this paper exploits EM spectra to characterize normal program behavior and then monitor program execution to identify deviations from normal behavior by using different statistical methods.

## 3 OVERVIEW OF EDDIE

The overall idea of EDDIE is to use the observed EM spectra over time as a surrogate for program behavior over time, gather training data about what the EM spectra should look like in each part of the
program during correct execution, and then monitor execution by looking for situations where the observed EM spectra statistically deviate from expected spectra, i.e., the observed spectra are unlikely to be outcome of a correct execution.

EDDIE obtains the EM signal from an antenna, uses the Short-Term Fourier Transform (STFT) to convert this continuous signal into a sequence of overlapping windows, and then converts the signal in each window into its spectrum, which we call Short-Term Spectrum (STS). All the actual training and monitoring in EDDIE is done on this sequence of Short-Term Spectra (STSs). Training in EDDIE consists of obtaining a number of STSs for each loop nest and each loop-to-loop transition that is possible during a valid execution in the program. During monitoring, EDDIE compares the observed STSs to those obtained during training, and reports a problem when the observed sequence of STSs is unlikely to have been produced by a valid execution.

Compared to directly using the corresponding time-domain signal values, use of STSs in EDDIE is advantageous both in terms of efficiency and in terms of accuracy. During monitoring, EDDIE needs to assess whether the difference between the monitoring-time signal and the training-time signal is larger than the difference that can be expected due to “usual” variation in the signal such as signal noise and measurement error, cache misses and other low-level events, etc. At any given time, the program is very likely to be executing a loop nest, so an STS is very likely to have a few prominent features (peaks) that are much stronger than the noise at that frequency, and whose position in the spectrum (frequency) is very resilient to “random” occurrences of low-level hardware events and completely unaffected by signal noise. This means that comparisons among STSs are usually very efficient because they involve checking only a few points (frequencies) in the spectrum, and it also means that STSs for the same region of code tend to be very similar to each other, so even small differences in STS peaks provide high confidence that something else is executing. In contrast, the time-domain signal for the same time window, typically consists of fluctuations that are relatively weak (compared to signal’s noise level) and whose position in the time window shifts significantly (compared to the duration of each fluctuation) as a result of low-level hardware events. This means that comparisons would have to include most of the real-time samples collected in the time window, and that accuracy would suffer because relatively large differences among signals would have to be tolerated to avoid producing false positives.

4 IMPLEMENTATION OF EDDIE

This section describes our proof-of-concept implementation of EDDIE, using the Susan benchmark from the MiBench [36] suite to illustrate key details of the method. We first describe the training that is needed for EDDIE to build its model of correct execution of a program (Section 4.1). We then describe the three key aspects of EDDIE’s monitoring implementation: using a statistical test on STSs to identify anomalous sequences of STSs (Section 4.2), how EDDIE controls the trade-off between accuracy and latency of its anomaly detection (Section 4.3), and how EDDIE decides when to actually report an anomaly to the user (Section 4.4).

4.1 Training in EDDIE

The main goal of the training phase is to (i) find the possible sequences in which loop and inter-loop regions may execute, and (ii) collect enough sample windows that correspond to each loop and inter-loop region of the program, along with information about which region each of the training window corresponds to.

The possible sequences of regions are represented as a loop-level state machine that is identified through compile-time analysis. This analysis begins with the traditional control flow graph (CFG) of the program. Each node in the CFG is a basic block, and an edge from some basic block A to some basic block B exists if execution of block A can immediately be followed by execution of block B. Note that the CFG defines a state machine that constrains the set of basic block sequences that may be observed in an execution of that program. To obtain the region-level state machine, for each loop nest we merge all the nodes in the CFG that belong to that loop nest into a single loop-region node, eliminating all edges between basic blocks inside that nest and also all edges that go from that nest directly to itself. We then eliminate each of the remaining basic-block nodes from the graph by connecting the sources of its incoming edges directly to the destinations of its successors, and finally we merge (into a single edge) those edges that have both the same source node and the same destination node. The result of this is a graph that represents the region-level state machine of the program: each state (graph node) represents a loop region and each edge represents an inter-loop region. Note that this region-level state machine is very compact compared to the traditional basic-block-level CFG, and that at runtime the state transitions in the region-level state machine occur much less often because each state represents execution of an entire loop nest.

During compilation for training runs, EDDIE adds instrumentation just before and just after each loop nest in the code that will be used in training runs. In each EDDIE training run, we record the signal while the instrumentation logs the region identifier, entry time, and exit time for each loop region that is executed. This allows us to map each part of the signal to the region that was executing at that time. This instrumentation is light-weight and requires very little
memory to record its information. For example, only five loop nests are instrumented in the Susan benchmark.

EDDIE then runs the application multiple times, each time with different inputs. Multiple runs are needed to improve coverage of the regions, i.e., to obtain signals that correspond to regions that are only executed in some of the runs. Multiple runs also help gather a representative number of signal windows for regions that exhibit variation in behavior, e.g., due to control flow within the body of a loop. For example, our training for the Susan benchmark consists of 50 runs (each with different inputs).

The signals collected during training are then divided into sample windows. As discussed in Section 2, loops tend to produce spikes in the spectrum, so for each window EDDIE uses STFT to compute its spectrum, and then identifies the set of peak frequencies in that spectrum. A peak frequency in EDDIE is defined as a frequency at which at least 1% of the entire window’s signal energy is concentrated. The number of peak frequencies can differ from window to window, especially if they correspond to different regions of the program. For example, for one loop nest in the Susan benchmark our training produces 1,200 windows, each with 15 peaks, while for another loop nest we have 750 windows, each with 7 peaks.

Finally, for each region in the program, EDDIE forms the set of sample windows that belong to that region and performs analysis to determine how many samples need to be jointly considered in statistical tests during the monitoring phase to achieve a desired level of reporting accuracy. This number depends on the statistical test that will be used and is explained in Section 4.2.

In summary, EDDIE’s training obtains the application’s region-level state machine and, for each region, a reference set of sample windows with their spikes already identified, and the knowledge of how many samples should be used in statistical tests for that region.

### 4.2 Statistical Test

A key aspect of EDDIE’s decision-making is that it cannot be based on whether the observed (monitoring-time) STSs differ from the reference (training time) STSs. This is because STSs that belong to the same region of code are almost never exactly the same. Reasons for this include noise and external (e.g. radio) interference in the signal, and also “random” variation in program behavior (e.g. a specific path through the loop body may be taken slightly more or slightly less often depending on the window of time we are observing), micro-architectural events such as cache misses, branch mispredictions, etc.

Because of variation among STSs that belong to the same region of code, EDDIE’s decision-making is based on statistical tests. This means that EDDIE views each code region as a generator of STSs that vary randomly according to some distribution that is specific to that region. During monitoring, EDDIE uses an appropriate statistical test to compute the probability that the region’s reference distribution (the distribution of STSs obtained for that region during training) is the same distribution that has produced the STSs observed during monitoring. If the same-distribution probability is high enough, EDDIE considers the observed STSs to be “as expected” and takes no further action. Conversely, if the same-distribution probability is low enough, EDDIE considers the observed samples as anomalous and takes further action.

The simplest statistical tests are called parametric tests because they assume that the distribution belongs to a specific family, e.g. Gaussian (normal) distributions, and can be fully characterized using a relatively small set of parameters (e.g. mean and standard deviation for a normal distribution). However, we have found that many regions of code produce distributions that are poor matches for well-known distribution families. For example, Figure 2 uses green color to show how the frequency of the strongest spike is distributed among reference STSs that all belong to the same loop nest. This distribution is a poor fit for a normal distribution, so for illustration purposes we show (light blue line) the best-fitting multi-modal distribution that consists of two normal distributions. This bi-normal fitted distribution differs significantly from the actual (green) distribution, so statistical tests that assume a bi-normal distribution would report many false positives because the observed distribution of STSs does differ from the reference bi-normal distribution.

To overcome this problem, EDDIE uses a nonparametric test to compare the observed and reference STS distributions. A nonparametric test can take two groups of data and compute the probability that the two groups are both random samplings from the same population, without any a-priori assumptions about the nature of that population’s underlying distribution. For EDDIE, this means that we can test the observed STSs against reference STSs without making any assumptions about which type of distribution the reference STSs belong to. Two best-known non-parametric tests are the Wilcoxon-Mann-Whitney test (U-test) [20] and the Kolmogorov-Smirnov test (K-S test) [54]. The U-test is sensitive to the differences in the median value in each of the two groups of data and the K-S test is sensitive to any difference between the two groups of distribution. We experimented with both tests and found that the K-S test shows better performance, so EDDIE uses that test.

In K-S test, we suppose that the reference data set has \( M(x) \) elements with an empirical distribution function of \( R(x) \), and that the data set observed during monitoring has \( n \) elements with an empirical distribution function of \( \hat{M}(x) \). The K-S test then computes
4.3 Managing the Trade-off Between Detection Accuracy and Latency

In the K-S test used in EDDIE (see Section 4.2), we can choose \( n \), the number of monitoring STSs that will be tested in each K-S test. With a small \( n \), the K-S test uses only very recently observed STSs so EDDIE will have a low latency between when the anomalous execution begins and when it is detected. This detection latency can generally be expected to grow in proportion to the value of \( n \). However, \( n \) also affects detection accuracy, and the relationship between accuracy and the value of \( n \) is not as straightforward. To illustrate this, Figure 3 shows the false rejection rate in EDDIE’s K-S test, i.e., how often the K-S test fails in an injection-free run, as we increase \( n \) which is shown in terms of detection latency.

When \( n \) is too small, for most regions the K-S test will rarely reject \( H_0 \) even when \( H_0 \) is actually false. This is not surprising because, intuitively, the test does not have enough monitoring-observed data points to reach a sufficiently high confidence level. As \( n \) increases, the rejection rate usually increases for both correct rejection (the STSs come from the injected part of the execution, not shown in Figure 3) and false rejection. At some point, the correct rejection rate becomes very high (most STSs that include injections are rejected by the K-S test) but the false rejection rate is also relatively high. Further increase of \( n \) then results in virtually no change in correct rejections, but the false rejection rate drops and eventually becomes very close to zero.

We want EDDIE to be useful in practice, so its reports should have very few false positives. Although EDDIE’s overall algorithm has additional considerations beyond the K-S test rejecting a group of STSs, it would be very hard to achieve a very low false positive rate if the K-S test labels a significant percentage of monitoring-time STS groups as anomalous.

Thus in EDDIE we should use the K-S test with the number of monitoring-observed STSs \( n \) that is large enough to provide a near-zero false rejection rate, but not much larger than that because that unnecessarily sacrifices detection latency. Unfortunately, as shown in Figure 3, this “sweet spot” value of \( n \) depends on the code region and differs quite a bit from region to region.

To accommodate this, during training EDDIE determines the desired value of \( n \) separately for each region. We select the desired \( n \) by applying the K-S test to training-time STSs for that region using different values of \( n \), and selecting the smallest \( n \) that provides the minimum false rejection rate observed across the entire range of \( n \) \(^2\). Note that all training runs are injection-free, so this method can only consider the false rejection rate, but we have found that this also results in near-optimum correct rejections.

4.4 Monitoring Algorithm

Algorithm 1 shows (with some simplifications) how EDDIE works and switches between regions and decides when to report an anomaly to the user.

The loop at Line 7 iterates over STSs observed during monitoring. The new STS is added to the set that will be used in the K-S test, and the oldest STS in the set is removed to maintain the set at the appropriate size for the current region. The K-S test is then used, one peak at a time, to compare the monitoring-observed set (MonSet, see Line 9) to the reference set for the current region. When the K-S test rejects the null hypothesis, EDDIE considers the possibility that

\(^2\)For most regions the false rejection does reach zero at some value of \( n \)
the execution has progressed beyond the current region. This is also done using the K-S test, by comparing the appropriate number of monitoring-observed STSs to the reference STSs for each candidate region. Acceptances and rejections across all peaks are counted. After all candidates have been considered, if a next-region candidate had enough peaks accepted by the test, EDDIE’s current region is changed to that candidate region. If multiple candidates have enough peaks accepted (this happens extremely rarely), EDDIE uses the candidate region with the most accepted peaks. If none of the next-region candidates is acceptable, EDDIE checks if the number of recent rejections in the K-S test is high enough (i.e. 3 in our implementation) to report an anomaly to the user. This allows EDDIE to tolerate a few K-S test rejections without reporting anything, which helps reduce the number of false reported anomalies that can occur in injection-free runs when, for example, interrupts and other system activity occasionally result in a “deviant” STS.

Algorithm 1 Malware detection algorithm

1: Regions: $R_1\ldots R_r$
2: Current region number: $c$
3: Group size for K-S test: $n_1\ldots n_r$
4: $P(i, j)$: $j$th peak in the $i$th STS
5: $pos ← 1$; $counter ← 0$
6: $currRegion = R_1$
7: while application is running do
8:     for $p$ do $\text{numPeaks}(R_j)$
9:     $\text{MonSet} ← P(pos - n_c: pos, p)$
10: if $\text{test}(\text{RefSet}_j, \text{MonSet}) = \text{reject}$ then
11:     for $R_j ∈$ successors of $R_j$ do
12:         $\text{AltSet} ← P(pos - n_j: pos, p)$
13:     if $\text{test}(\text{RefSet}_j, \text{AltSet}) = \text{reject}$ then
14:         $\text{anomalyCnt} ← \text{anomalyCnt} + 1$
15:     else
16:         $\text{changeCnt}(j) ← \text{changeCnt}(j) + 1$
17:     end if
18: end for
19: else $\text{reset} \text{anomalyCnt and changeCnt}$
20: end if
21: end for
22: if $\text{changeCnt} > \text{changeThreshold}$ then
23:     $j ←$ index of $\max(\text{changeCnt})$
24:     $\text{currRegion} ← j$
25: end if
26: if $\text{anomalyCnt} > \text{reportThreshold}$ then
27:     Report anomaly to user
28: end if
29: $pos ← pos + 1$
30: end while

5 RESULTS

In this section we first present our experimental setup (Section 5.1), then we present results of applying EDDIE to the EM emanations from a real IoT system (Section 5.2). We continue with a presentation of results of applying EDDIE to the power signal produced through architectural simulation (Section 5.3) and an investigation of which architectural features affect EDDIE’s detection performance. Next, Section 5.4 provides an in-depth analysis of how EDDIE’s detection performance changes as we change the percentage of loop iterations that are contaminated by code injection, and Section 5.5 investigates how EDDIE’s detection performance changes when we change the dynamic footprint of the injection, i.e. the number of injected instructions that execute in each loop iteration, or in a burst outside loops. EDDIE’s sensitivity to the confidence level used in the statistical test is discussed in Section 5.6 and, finally, Section 5.7 investigates the effect of changing the type of injected instructions.

5.1 Experimental Setup

We use two different experimental setups. One is a real IoT prototype system, a single-board Linux computer (A13-OLinuxino-MICRO [8]) with a 2-issue in-order ARM Cortex A8 processor with a 32kB L1 and a 256kB L2 cache, with a Debian Linux operating system. The EM signals emanated from this system are received by a commercial small electric antenna (PBS-E1 [11]) that is placed right above the device’s processor, and the signal is recorded using a Keysight DSOS804A oscilloscope [43]. While this oscilloscope is relatively expensive (several tens of thousands US dollars), note that we use it mainly because of its built-in features for automated and calibrated measurements and ability for displaying the real-time signals. In additional experiments, we have observed similar EM spectra with less expensive (<$800) commercial software-defined radio receiver (USRp b200-mini) and we confirm that EDDIE can work efficiently on such lower-cost setups. While this cost is low enough for deploying EDDIE in some important scenarios (critical infrastructure, medical offices, etc.), for other scenarios we envision a custom design with a specialized receiver (ASIC block for STFT and peak finding, simple CPU for tests, and some flash for storing the model from training) attached to an antenna, with a <$100 total cost.

Our second setup is based on the SESC [69] cycle-accurate simulator, and uses the simulator-generated power signal for EDDIE’s analysis. This setup is used to confirm that EDDIE is applicable across a wide range of systems, and to gain insight into which architectural features affect EDDIE’s detection performance.

In our experiments, we use a total of 10 benchmarks from the MiBench [36] suite to test EDDIE algorithm. For the real IoT system, we execute each benchmark 25 times during training. The code for the training runs contains with our light-weight instrumentation, which is implemented as a Clang tool, and the code is also subjected to a separate analysis (which is not used to actually generate code) in LLVM [71] where we added a pass that statically finds the regions and the possible transitions between regions. For monitoring in this setup we use 25 runs per benchmark, without any instrumentation and with different inputs.

In simulation-based experiments we use fewer runs (10 training and 10 monitoring runs per benchmark) to reduce the overall simulation time.

5.2 EDDIE Results for Measured EM Emanations of a Real IoT Device

In this set of experiments, we inject code into different regions of each application. The injections are different for loop and inter-loop
regions. Injections outside loops consists of invoking a shell and then, without doing anything else, returning back to the original application. This injection results in executing 476k injected instructions and adding about 3 ms to the execution time. When injection is made in a loop, we add an 8-instruction code that consists of 4 integer operations and 4 memory accesses. The rationale for the shellcode injection is that shellcode execution is often a fundamental step in many attacks, and our empty-shellcode injection results in less injected-code execution than any real shellcode-based attack where the attack’s intended activity (payload) must either be executed or at least set up within the shellcode-invoked shell. The rationale for injecting only 8 instructions into a loop body is that an injection into a loop allows the injected code to be executed repeatedly, allowing the attacker to perform significant work over time but improve stealth by performing the work in small chunks.

The results for the IoT system are shown in Table 1. The first column shows the application, and the remaining columns report EDDIE’s detection latency, false positive and accuracy percentages, and coverage. The results were obtained using reportThreshold = 3 in EDDIE’s algorithm (see Section 4.4), i.e. EDDIE tolerates up to 3 consecutive K-S test rejections and only reports an anomaly for a rejection that is part of a 4-long (or longer) streak of test rejections. The average detection latency is measured as the average, among all injections that are reported, of the difference between when execution of injected code begins and the time when EDDIE reports it. This latency mainly reflects the number of STSs that are used in the K-S test (n in Section 4.2). False positives are the number of STS groups that are reported as anomalous but do not contain any injected execution, as a percentage of all STS groups. The average for false positives is <1% and the highest false positive percentage was only 1.9% (for the Sha benchmark). Accuracy is computed for each region as the total number of STS groups with a correct reporting outcome, i.e. those that contain injections and are reported by EDDIE plus those that contain no injections and are not reported, expressed as a percentage of all STS groups. The accuracy shown for each benchmark is the average of the per-region accuracy results. On average, EDDIE’s accuracy is 95%. We observed that the bulk of the inaccuracies come from borders between two regions (i.e. outside the loops), and further investigation has revealed two main causes for this: (i) non-loop code during some transitions creates poorly defined peaks, so better consideration of diffuse spectral features may improve EDDIE’s accuracy, and (ii) the actual inter-loop transition is usually very brief and for different executions occurs at a different point in the window on which the STS was computed, so better identification of the boundaries of the actual inter-loop transition may help to create STSs that better represent the transition. Finally, we define coverage as the amount of time during which the STS is attributed to the region in the code that actually produced it. The main reason for imperfect coverage in our implementation is that some loops have no peaks in their STSs. For example, about 40% of the execution time in GSM is spent in one such loop, and this accounts for nearly all of its poor coverage.

### 5.3 Simulation Results and Sensitivity to Processor Architecture

To gain more confidence that EDDIE is a broadly applicable approach, and to get more insight into which aspects of the system’s architecture have an effect on EDDIE’s accuracy, we apply EDDIE to the power consumption signal generated by the SESC simulator with integrated CACTI [68] and WATATCH [12] power models for its cache and configurable pipeline. We first model a 1.8 GHz 4-issue out-of-order core with 32KB L1 and 64MB L2 caches, the power signal provided to EDDIE is sampled every 20 cycles, and EDDIE’s STFT uses 0.1ms windows with 50% overlap. The code injection in these simulations is implemented by directly injecting dynamic instructions into the simulated instruction stream without changing the application’s code or using any architectural registers. This maximizes the injection’s stealth and is an idealized representative of an attack that uses only registers that are dead at the injection point in the original application.

EDDIE’s results for these simulation-based experiments are shown in Table 2. False rejections occur on average in 0.7% STSs, an expected improvement over real-system experiments because the simulation has no signal noise, no interrupts or other system activity, etc. By comparing results from simulation and real-system experiments, we can also conclude that EDDIE’s accuracy and detection latency are more affected by the applications itself (i.e. mostly the shape of the spectrum for the code regions) than by factors such as noise, interference, etc.

Intuitively, we expect EDDIE to perform better on systems whose architecture introduces less variation in executions of the same region of code. To get more insight into which architectural parameters have a significant impact on EDDIE’s detection performance, we
### Table 2: EDDIE’s latency and accuracy when using a simulator-generated power signal

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Average Latency (ms)</th>
<th>False Rejection (%)</th>
<th>Accuracy (%)</th>
<th>Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcount</td>
<td>7</td>
<td>0.8</td>
<td>99.9</td>
<td>99.9</td>
</tr>
<tr>
<td>Basicmath</td>
<td>8</td>
<td>0.2</td>
<td>99.9</td>
<td>100</td>
</tr>
<tr>
<td>Susan</td>
<td>5</td>
<td>0.7</td>
<td>91.4</td>
<td>96.6</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>10</td>
<td>0.3</td>
<td>97.0</td>
<td>99.9</td>
</tr>
<tr>
<td>Patricia</td>
<td>13</td>
<td>0.4</td>
<td>94.1</td>
<td>98</td>
</tr>
<tr>
<td>GSM</td>
<td>6</td>
<td>0%</td>
<td>100</td>
<td>68.3</td>
</tr>
<tr>
<td>FFT</td>
<td>5</td>
<td>0.4</td>
<td>97.8</td>
<td>99.1</td>
</tr>
<tr>
<td>Sha</td>
<td>0.4</td>
<td>1.3%</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Rijndael</td>
<td>0.6</td>
<td>0.24%</td>
<td>97.1</td>
<td>97.2</td>
</tr>
<tr>
<td>Stringsearch</td>
<td>0.2</td>
<td>0%</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**Figure 4:** Detection latency of 15 different regions in in-order and out-of-order architecture.

We configure the simulator to model an in-order processor with 3 different issue widths (1, 2, and 4) and 2 different pipeline depths, and an out-of-order processor with 3 issue widths (1, 2, 4), 3 pipeline depths, and 5 ROB sizes, for a total of 51 configurations. We then simulate execution of 3 benchmarks (Basicmath, Bitcount, and Susan) on each configuration and use N-way analysis of variance (ANOVA) to determine which factors have a significant impact on EDDIE’s results.

We found that for out-of-order and in-order architectures EDDIE achieves similar false rejection and accuracy results, but its latency (i.e. number of STSs that need to be considered in the K-S test) is significantly higher for out-of-order architectures (see Figure 4) because an out-of-order core tends to produce more variation in its dynamically constructed instruction schedule, creating more variation among STSs and thus requiring more STSs to capture their distribution.

We also found that in-order architectures pipeline depth and issue width have no statistically significant effect on EDDIE’s results, and that in out-of-order architectures the ROB size and issue width also have no statistically significant impact on EDDIE’s results. However, in out-of-order processors pipeline depth has a weak but statistically significant impact on detection latency. A closer look at the data reveals that in 27% of the code regions pipeline length increases detection delay, and that these affected regions are all loops with control flow variation among iterations, so the likely explanation for increased detection delay in EDDIE is that a deeper pipeline results in more timing variation due to branch mispredictions, that in turn increases the size of the STS group that representatively captures this variation (and the n for the K-S test).

Finally, we repeated this analysis for different amounts of injected execution, and found that the impact of pipeline depth in out-of-order processors on EDDIE’s results diminishes as the injection size increases, and for large-enough injections the pipeline depth no longer has a statistically significant impact of EDDIE’s detection latency. This means that large amounts of injected activity can be detected quickly even when the processor’s pipeline is deep, but for smaller injections longer pipelines result in longer detection latency.

### 5.4 Effect of the Execution Rate of Injected Code

An intuitive way to improve stealth is to further diffuse injected execution by injecting the code inside a loop body such that only some loop iterations execute (a small amount of) the injected code. To evaluate EDDIE in this context, we use our simulator-based setup and for the targeted loop region randomly choose the iterations that will be injected with 8 memory instructions and 8 integer operations. We use contamination rate to refer to the percentage of iterations that contain injected execution, and we repeat this set of experiments for contamination rates between 100% (where every iteration is injected) and 10% (where 90% of the iterations are injection-free).

Figure 5 shows the false negatives, i.e. the percentage of injection-containing STSs that are not reported by EDDIE, for different contamination rates. As expected, EDDIE’s ability to detect the injection does diminish with the injection’s contamination rate, but for most applications EDDIE still retains significant ability to detect injections even at low contamination rates. For example, for Bitcount EDDIE still detects >90% of injection-containing STSs even when only 10% of loop iterations actually contain injected execution. However, in GSM EDDIE detects only 5% of the STS at the 10% contamination rate. Note that this does not mean that EDDIE is inherently unable to
detect injections that have low contamination rates. Indeed, Figure 7 shows the results in terms of detection latency (which is increased by increasing \( n \) in EDDIE’s K-S test) that is needed to maintain EDDIE’s accuracy. This indicates that EDDIE can very accurately detect even low-contamination-rate injections, but that detection of low-contamination-rate injections will have a longer latency.

### 5.5 Size of Injection

In this section, we analyze the impact of the number of injected instructions on EDDIE’s detection accuracy.

Our analysis considers injection inside and outside of loops separately. This is because even a few instructions injected inside a loop can accomplish significant work for the attacker as the injected code is executed many times during the loop. Outside loops, however, a successful attack usually requires injection of many instructions (recall that even an empty-payload shellcode executes over 500,000 instructions).

Figure 6 shows how EDDIE’s accuracy changes with the number of static instructions injected inside a loop. The smallest injection in this experiment consists of only two instructions: a store and an add. The remaining three injection sizes consists of 4, 6, and 8 instructions with the same instruction mix (equal number of stores and adds). To show how these results are affected by the loop’s spectrum, Figure 6 shows the results for the same three loops used in Figure 3, i.e. a loop whose spectrum contains only one sharp peak and its harmonics, a loop with several less well defined peaks (and their harmonics), and a loop with a very diffuse peak that can be more accurately described as a hump. The figure shows that even two-instruction injections into the loop body can be detected by EDDIE with extremely high accuracy, but that detection of low-contamination-rate injections has longer detection latency (i.e. use of a larger \( n \) in EDDIE’s K-S test).

Figure 8 shows the results for outside the loops. We use several different size of injections. In order to inject the code, we use an empty loop and put it between loop 2 and 3 in Bitcount application and change the number of iterations of this empty loop. As this number increased, number of injected instructions increased too.
5.6 Effect of Changing the Confidence Level in the K-S Test

As mentioned earlier, we use KS-test to identify when the monitoring and the reference STSs differ too much. One important parameter in statistical tests is the confidence level, which introduces a fundamental trade-off between the test’s false rejections (detecting an anomaly that does not really exist) and false acceptances (not detecting a real anomaly). Figure 9 shows three confidence levels in terms of how the false positive rate changes with detection latency. As we can see, the 99% confidence level (which we use in all our experiments except this one) results in fewer false positives and it practically eliminates the false positives with a reasonable latency. Lower confidence levels result in many false positives at low latencies, and even at high latencies may not reduce false positives to acceptable levels.

5.7 Effect of Changing Instruction

In order to show how different types of injected instructions can affect detection latency and accuracy, we perform experiments in which we inject two different instructions in a loop. In the first set, we inject eight add instructions, while in the second set we inject 4 add instructions and 4 store instructions that randomly access a relatively large array so they often experience a cache misses. Figure 10 shows the results for these two sets of experiments. These results indicate that instructions that result in off-chip activity tend to make the injection more visible and thus easier to detect quickly, but that even purely on-chip injections can be detected, albeit with an increased detection latency.

In additional experiments we used other on-chip instructions like MUL, DIV, etc. but the results were very similar to those of the ADD instruction.

6 RELATED WORK

Generally, detection methods can be divided into two major groups: Signature-based and Anomaly-based detections. Signature-based techniques (e.g. [26, 35, 40, 57]) can detect an attack if the signatures of the attack have been observed earlier. On the other hand, anomaly-based detections report any deviations from the reference model as anomalous, i.e., as a possible attack. Since our approach is anomaly-based, here we focus on related work in that domain.

Anomaly-based methods use different types of features for modeling a normal behavior of the system and then continuously monitor a system collect and examine features of interest. These methods can be categorized into software and hardware monitoring systems. Software techniques (e.g. [6, 14, 63]) usually suffer from high performance overhead, high false positive rate, and poor accuracy for more complicated malware.

Hardware and hardware-assisted techniques (e.g. [21, 24, 42, 48, 59, 60, 79]) have better accuracy and lower performance overhead, but have higher hardware complexity and power consumption. Examples of hardware-assisted techniques include function call monitoring via hardware [67], constraining control-flow [23, 86], hardware techniques for information flow tracking and tainting suspect data [75, 80], monitoring via hardware visualization [25, 62], branch history monitoring [82], hardware-based indirect branch tracking [61], hardware-assisted monitoring [9], binary trace validation [66], and hardware-based processing patterns validation [53].

Our proposed approach differs from hardware and software monitoring techniques because it has no hardware overhead and no extra power consumption and it also does not need any monitoring infrastructure (e.g. performance counters) on the host device.

Also related to our work is the large body of work on side-channels. There are many papers that report analog side-channel attacks using EM emanations [3, 33], acoustics emanations [31, 37], power and timing variations [10, 11, 15, 19, 32, 34, 49, 50, 56, 70]. In addition to analog signals, many efforts have been made for extracting information using cache-based [7, 52, 83] side-channels and corresponding countermeasures [47, 81, 87]. This type of work is focused
on the ways for attacker to extract sensitive data values (such as cryptographic keys) from the system and on countermeasures against such attacks.

Very recently, program profiling through EM signals has been proposed [13, 72]. In particular, ZOP [13] attributes EM emanations to specific parts of the program by correlating EM signal samples at the granularity of cyclic paths. While the accuracy of matching in ZOP was above 95%, its computational complexity may prohibit practical use on real-world programs. On the other hand, Spectral Profiling [72] profiles the code by monitoring EM emanations and looking for spectral features produced by periodic program activity such as loops. While [72] has shown that the EM spectra can be used to deduce which loop in the program is currently active, this paper exploits EM spectra to characterize normal program behavior and then monitors program execution to identify deviations from normal behavior. This means that, in contrast to Spectral Profiling, EDDIE has to consider not only loop activity but also non-loop activity and loop-to-loop transitions, because malicious code injection can target these parts of the application. Furthermore, EDDIE has to not only match the spectral sample to some valid part of the application, but also assess the likelihood that the sample does not come from any valid part of the application.

Apart from EM signals, other analog signals such as power consumption have been used for anomaly detection. Examples are sensor node anomaly detection [44], electrical activity anomaly detection [39], malware detection on embedded medical devices [17, 18], building malware signature [46], etc. Compared to EDDIE, these techniques have higher false positive rates and increased detection latency. For example, WattsUpDoc [18] detects malware by monitoring system-wide power consumption, achieves only 80% accuracy with 1.7% false positive rate and with a latency that is measured in seconds.

7 CONCLUSIONS

This paper describes EM-Based Detection of Deviations in Program Execution (EDDIE), a new method for detecting anomalies in program execution, such as malware and other code injection, without introducing any overheads, adding any hardware support, changing any software, or using any resources on the monitored system itself. Monitoring with EDDIE involves receiving electromagnetic (EM) emanations that are emitted as a side effect of execution on the monitored system, and it relies on peaks in the EM spectrum that are produced as a result of periodic (e.g. loop) activity in the monitored execution. During training, EDDIE characterizes normal execution behavior in terms of peaks in the EM spectrum that are observed at various points in the program execution, but it does not need any characterization of the virus or other code that might later be injected. During monitoring, EDDIE identifies peaks in the observed EM spectrum, and compares these peaks to those learned during training. Since EDDIE requires no resources on the monitored machine and no changes to the monitored software, it is especially well suited for security monitoring of embedded and IoT devices. We evaluate EDDIE on a real IoT system and in a cycle-accurate simulator, and find that even relatively brief injected bursts of activity (a few milliseconds) are detected by EDDIE with high accuracy, and that it also accurately detects when even a few instructions are injected into an existing loop within the application.
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