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Abstract—This paper proposes two new estimators, one for mobile velocities and one for direction of movement in mobile-to-mobile (M-to-M) wireless fading channels. First, we propose a new crossing-based estimator that jointly estimates velocities of both the transmitter and the receiver in M-to-M communications. Then, using the velocities estimator, we derive a new correlation-based estimator for the relative direction of movement of the transmitter and the receiver. The proposed estimators are designed for narrow-band wireless M-to-M communications. They are evaluated through extensive computer simulations, and the results show that the proposed algorithms provide very good estimation accuracy and perform well in the presence of non-isotropic scattering, line-of-sight propagation, and Gaussian noise.

Index Terms—Velocity estimation, direction of movement estimation, mobile-to-mobile communications, fading channels.

I. INTRODUCTION

The estimation of a mobile user’s speed plays an important role in a variety of wireless applications. For example, it is used for energy-efficient routing in wireless networks [1], for mobility and resource management in wireless multimedia networks [2], for handoff, adaptive transmission, dynamic channel assignment, localization [3]-[6], etc. In the last two decades, a mobile user’s speed estimation has been extensively studied in the literature, e.g., [6]-[13] and the reference therein. Speed estimation techniques can be classified into four major classes: crossing-based [6], [7], covariance-based [3], [10], [11], power spectrum-based [12], and maximum likelihood-based [5], [13] methods. Among these, crossing-based and covariance-based methods have low complexity and have been extensively used to estimate speed of the mobile user (relative to the fixed base-station).

In contrast to conventional wireless applications, where communication is between the fixed base-station and a mobile terminal, several emerging wireless applications require direct transmission between mobile terminals. Examples of these applications are mobile ad-hoc wireless networks, intelligent transportation systems, and relay-based cellular networks. In such mobile-to-mobile (M-to-M) communication systems, both the transmitter (T_x) and receiver (R_x) are in motion. While existing methods [6]-[13] can estimate relative velocity between two mobile terminals, some applications such as safety application or ad-hoc and energy-efficient routing, may require knowledge of both velocities, i.e., speeds of both the T_x and R_x. Furthermore, these applications also require knowledge of the relative direction of movement of the T_x and R_x. To the best of our knowledge, these problems have not been addressed in the open literature.

To address these issues, we first propose a new crossing-based estimator that jointly estimates velocities of both the T_x and R_x. Then, using this velocities estimator, we propose a new correlation-based estimator that estimates the relative direction of the T_x and R_x. These estimators are designed for narrow-band wireless M-to-M communications. The velocities are estimated by combining the number of zero-crossings and the number of maxima in the in-phase and quadrature components of the channel impulse response. We choose this crossing-based estimation approach because it does not depend on the type of propagation environment, i.e., it can be used in both urban surface streets and highway environments. Then, using the estimated velocities, the relative direction of movement of the T_x and R_x is estimated using the cross-correlation function between the in-phase and quadrature component of the channel impulse response. This approach leads to a simple closed-form expression for the estimation of the angle between the movement direction of T_x and the movement direction of R_x (i.e., the relative direction of movement of the T_x and R_x).

The proposed algorithms are evaluated through extensive computer simulations with various system and channel parameters. In all simulations, we employ our single-input single-output (SISO) M-to-M channel simulator [14] because it matches measured data in a variety of urban environments, i.e., urban and highway environments [15]. These simulations show that the proposed algorithms provide very good estimation accuracy and perform well in the presence of a non-isotropic scattering, LoS propagation, and Gaussian noise. Finally, the results also show that, if used to estimate only one velocity, the proposed velocities estimator outperforms many of the crossing-, integral-, and covariance-based single-velocity estimators compared in [7].

The remainder of the paper is organized as follows. Section II describes M-to-M channel model. Section III derives the new crossing-based estimator that jointly estimates velocities of both the T_x and R_x. Section IV derives the new correlation-based estimator for the relative direction of movement of the
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**II. M-TO-M CHANNEL MODEL**

This section briefly reviews our model [14] for noisy Ricean narrow-band SISO M-to-M multipath fading channels. Fig. 1 shows our “two-ring” geometrical model [14] that characterizes an outdoor environment. It is assumed that both the $T_x$ and $R_x$ are in motion and equipped with low-elevation antennas. The radio propagation is modelled as 2-D non-isotropic scattering with either line-of-sight (LoS) or non-line-of-sight (NLoS) conditions between the $T_x$ and $R_x$. The two-ring model defines two rings of fixed scatterers, one around the $T_x$ and another around the $R_x$, as shown in Fig. 1. Around the transmitter, $M$ omnidirectional scatterers lie on a ring of radius $R_t$, and the $m$-th transmit scatterer is denoted by $S_T^{(m)}$. Similarly, $N$ omnidirectional scatterers lie on a ring of radius $R_r$, around the receiver, and the $n$-th receive scatterer is denoted by $S_R^{(n)}$.

![Fig. 1. Geometrical model for the SISO M-to-M channel.](image)

The received complex faded envelope can be written as

$$r(t) = h^d(t) + h^{LoS}(t) + n(t),$$

where the complex Gaussian process $n(t)$ represents the received noise, $h^{LoS}(t)$ represents the deterministic line-of-sight (LoS) component of the received complex faded envelope, and the complex process $h^d(t)$ represents the random diffuse (multipath) component of the received complex faded envelope is

$$h^{LoS}(t) = \sqrt{\frac{K}{K + 1}} e^{j\omega_T \max \cos(\gamma_T) + j\omega_R \max \cos(\pi - \gamma_R)}. \quad (2)$$

The multipath component of the received complex faded envelope can be written as a superposition of the single-bounced transmit, single-bounced receive, and double-bounced rays [14], i.e.,

$$h^d(t) = h^{SBT}(t) + h^{SBR}(t) + h^{DB}(t), \quad (3)$$

where the single-bounced components are, respectively,

$$h^{SBT}(t) = \sqrt{\frac{\eta_T}{K + 1}} \sum_{m=1}^{M} e^{j\phi_m}$$

$$\times e^{jt\left[\omega_T \max \cos(\alpha_T^{(m)} - \gamma_T) + \omega_R \max \cos(\alpha_R^{(m)} - \gamma_R)\right]}, \quad (4)$$

and the double-bounced component is

$$h^{DB}(t) = \sqrt{\frac{\eta_TR}{K + 1}} \sum_{m,n=1}^{M,N} e^{j\phi_{mn}}$$

$$\times e^{jt\left[\omega_T \max \cos(\alpha_T^{(m)} - \gamma_T) + \omega_R \max \cos(\alpha_R^{(n)} - \gamma_R)\right]} \quad (5)$$

In (2)-(6), $K$ denotes the Ricean factor, and $\eta_T$, $\eta_R$, and $\eta_{TR}$ specify how much the single- and double-bounced rays contribute in the total averaged power $E[|h^d(t)|^2]$, i.e., these parameters satisfy $\eta + \eta_R + \eta_{TR} = 1$. The $T_x$ and $R_x$ are moving with speeds $v_T$ and $v_R$, and in directions described by angles $\gamma_T$ and $\gamma_R$, respectively, as shown in Fig. 1. Angular frequencies $\omega_T \max = 2\pi v_T/\lambda$ and $\omega_R \max = 2\pi v_R/\lambda$ are the maximum Doppler angular frequencies associated with the $T_x$ and the $R_x$, respectively, and $\lambda$ is the carrier wavelength. Symbols $\alpha_T^{(m)}$ and $\alpha_R^{(n)}$ denote the angles of departure (AoD), whereas $\alpha_T^{(m)}$ and $\alpha_R^{(n)}$ denote the angles of arrival (AoA). Note that double-bounced rays have the AoA, $\alpha_T^{(m)}$, independent from the AoA, $\alpha_R^{(n)}$, whereas single-bounced rays have the AoA, $\alpha_T^{(m)}$, dependent on the AoD, $\alpha_R^{(m)}$, and the AoD, $\alpha_R^{(n)}$, dependent on the AoA, $\alpha_T^{(n)}$ [14]. The phases $\phi_m$, $\phi_n$, and $\phi_{mn}$ are random variables uniformly distributed on the interval $[-\pi, \pi]$, whereas the AoDs and AoAs are random variables with von Mises probability density functions [16], i.e., $\rho(\alpha_T) = \exp[k_T \cos(\alpha_T - \mu_T)]/(2\pi I_0(k_T))$ and $\rho(\alpha_R) = \exp[k_R \cos(\alpha_R - \mu_R)]/(2\pi I_0(k_R))$, respectively. Parameters $\mu_T(\mu_R) \in [-\pi, \pi]$ are the mean angles at which the scatterers are distributed in the horizontal plane, $k_T(k_R)$ control the spread of scatterers around the means, and $I_0(\cdot)$ is the zeroth-order modified Bessel function of the first kind. We use this pdf because it models both isotropic and non-isotropic environments and leads to closed-form solutions for many useful situations.

**III. ESTIMATION OF $T_x$ AND $R_x$ VELOCITIES**

This section derives closed-form expressions for the joint estimation of $T_x$ and $R_x$ velocities, and proposes a practical estimation algorithm that guarantees non-negative, non-complex values for the estimated velocities and improves the estimator performance.

To derive closed-form expressions for the estimation of $T_x$ and $R_x$ velocities, we assume a noise-free isotropic scattering environment with no LoS component. In Section V we will show that the effects of non-isotropic scattering, LoS propagation, and Gaussian noise do not significantly impact the performance of the proposed estimator. In the absence of noise and LoS component, i.e., $n(t) = 0$ and $K = 0$, the received complex faded envelope $r(t)$ is equal to the multipath component of the channel impulse response $h^d(t)$, i.e., $r(t) = h^d(t)$. Furthermore, since the $T_x$ and $R_x$ velocities $v_T$ and $v_R$ are proportional to the maximum Doppler angular frequencies $\omega_T \max$ and $\omega_R \max$, respectively, in the rest of the...
paper we will focus on the estimation of $\omega_{T_{\text{max}}}$ and $\omega_{R_{\text{max}}}$ to simplify the notation.

To estimate the $T_x$ and $R_x$ angular frequencies $\omega_{T_{\text{max}}}$ and $\omega_{R_{\text{max}}}$, we combine the number of zero-crossings with the number of maxima in the in-phase component of $h^d(t)$ (i.e., $h^d_i(t) = \Re\{h^d(t)\}$) and in the quadrature component of $h^d(t)$ (i.e., $h^d_q(t) = \Im\{h^d(t)\}$). Here, $\Re\{\cdot\}$ denotes the real part operation and $\Im\{\cdot\}$ denotes the imaginary part operation. The in-phase and quadrature components of $h^d(t)$ are observed over a time interval of length $T$. We choose this cross-spectral-based estimation approach because it does not depend on the type of propagation environment, i.e., it does not depend on the parameters $\eta_T$, $\eta_R$, and $\eta_{TR}$.

Let us define $L_{h^d_i}(0,T)$ as the count of how many times the in-phase component $h^d_i(t)$ crosses the zero-level threshold with a positive slope, counted over the time interval $(0,T)$. Similarly, $L_{h^d_q}(0,T)$ is the count of positive-slope zero-level crossings for the quadrature component $h^d_q(t)$ counted over the time interval $(0,T)$. Also, we define $M_{h^d_i}(T)$ as the number of maxima in $h^d_i(t)$ during the time interval $(0,T)$. Similarly, $M_{h^d_q}(T)$ is the number of maxima in $h^d_q(t)$ during the time interval $(0,T)$.

Here we note that the $h^d_i(t)$ and $h^d_q(t)$ are stationary Gaussian processes with zero means. This can be shown by noting that the cosine and sine functions in the sums of $h^{SBT}_i(t) = \Re\{h^{SBT}(t)\}$ and $h^{SBT}_q(t) = \Im\{h^{SBT}(t)\}$ are statistically independent and identically distributed random variables with zero mean and a finite variance. According to the central limit theorem [6], for $M \rightarrow \infty$, $h^{SBT}_i(t)$ and $h^{SBT}_q(t)$ are stationary Gaussian processes with zero means. Similarly, for $N \rightarrow \infty$, $h^{SBR}(t) = \Re\{h^{SBR}(t)\}$ and $h^{SBR}(t) = \Im\{h^{SBR}(t)\}$ are stationary Gaussian processes with zero means. When the channel does not experience keyhole behavior (the assumption included in our model [14]) and $M,N \rightarrow \infty$, $h^{DB}(t) = \Re\{h^{DB}(t)\}$ and $h^{DB}(t) = \Im\{h^{DB}(t)\}$ are also stationary Gaussian processes with zero means. Using similar reasoning, we can conclude that the linear combinations of $h^{SBT}_{i(q)}(t)$, $h^{SBR}(t)$, $h^{DB}(t)$, i.e., $h^d_i(t)$ and $h^d_q(t)$, are also stationary Gaussian processes with zero means.

Then, for stationary zero-mean Gaussian processes $h^d_i(t)$ and $h^d_q(t)$, the number of zero crossings can be written as [7]

$$E[L_{h^d_i}(0,T)] = E[L_{h^d_q}(0,T)] = \frac{T}{2\pi} \sqrt{\frac{b_2}{b_0}},$$

and the number of maxima can be written as [7]

$$E[M_{h^d_i}(T)] = E[M_{h^d_q}(T)] = \frac{T}{2\pi} \sqrt{\frac{b_4}{b_2}}.$$  

The parameters $b_0$, $b_2$, and $b_4$ are defined as [17]

$$b_0 = E[h^d_i(t)^2] = E[h^d_q(t)^2],$$

$$b_2 = E[h^d_i(t)^2] = E[h^d_q(t)^2],$$

$$b_4 = E[h^d_i(t)^2] = E[h^d_q(t)^2],$$

where $E[\cdot]$ denotes the statistical expectation operator, $h^d_i(t)$ and $h^d_q(t)$ denote the first derivative of $h^d_i(t)$ and $h^d_q(t)$ with respect to time $t$, and $\hat{h}^d_i(t)$ and $\hat{h}^d_q(t)$ denote the second derivative of $h^d_i(t)$ and $h^d_q(t)$ with respect to time $t$.

Substituting (3) into (9), (10), and (11), respectively, finding the expectations with respect to all random variables (i.e., the angles of arrival, angles or departure, and phases), and after lengthy derivations, we obtain the following expressions for parameters $b_0$, $b_2$, and $b_4$

$$b_0 = \frac{1}{2(K + 1)},$$

$$b_2 \approx \frac{b_0}{2} \times \left[1 + \eta_R \cos(2\gamma_T)\omega^2_{T_{\text{max}}} + (1 + \eta_T \cos(2\gamma_R))\omega^2_{R_{\text{max}}} \right],$$

$$b_4 \approx b_0 \times \left[\frac{3}{8} + \eta_R \left(\cos^4 \gamma_T - \frac{3}{8}\right)\omega^4_{T_{\text{max}}} + \frac{3}{8} + \eta_T \left(\cos^4 \gamma_R - \frac{3}{8}\right)\omega^4_{R_{\text{max}}} + 3b_0\omega^2_{R_{\text{max}}}\omega^2_{T_{\text{max}}} \right] \times \left[0.5 + \eta_T \cos(2\gamma_T - 0.5) + \eta_R \cos(2\gamma_T - 0.5) \right].$$

Here we note that, for each connection between two mobile terminals, the direction angles $\gamma_T$ and $\gamma_R$ are deterministic quantities. In all previous velocity estimation algorithms [6]-[10], it is assumed that $\gamma_T = \gamma_R = 0$, so that the velocity estimation does not depend on direction angles. This is not a good assumption when estimating both velocities. Instead, we propose to remove the dependence between the velocities and the direction angles by assuming that all directions are equally probable, i.e., angles $\gamma_T$ and $\gamma_R$ can be treated as random variables with a uniform distribution over $(0, 2\pi)$. Averaging over all possible values of $\gamma_T$ and $\gamma_R$, we obtain the following expressions for $b_2$ and $b_4$, respectively,

$$b_2 = \frac{b_0}{2} \left(\omega^2_{T_{\text{max}}} + \omega^2_{R_{\text{max}}} \right),$$

$$b_4 = b_0 \left[\frac{3}{8}\omega^4_{T_{\text{max}}} + \frac{3}{8}\omega^4_{R_{\text{max}}} + \frac{3}{2}\omega^2_{T_{\text{max}}}\omega^2_{R_{\text{max}}} \right].$$

Substituting (12), (15), and (16) into (7) and (8), the number of zero crossings and the number of maxima in $h^d_i(t)$ or $h^d_q(t)$ become, respectively,

$$E[L_{h^d_i}(0,T)] = E[L_{h^d_q}(0,T)] = \frac{T}{2\sqrt{2\pi}} \sqrt{\omega^2_{T_{\text{max}}} + \omega^2_{R_{\text{max}}}},$$

$$E[M_{h^d_i}(T)] = E[M_{h^d_q}(T)] = \frac{T}{2\pi} \times \sqrt{\frac{3}{8}\omega^4_{T_{\text{max}}} + \frac{3}{8}\omega^4_{R_{\text{max}}} + \frac{3}{2}\omega^2_{T_{\text{max}}}\omega^2_{R_{\text{max}}} \left[\frac{2}{\omega^4_{T_{\text{max}}} + \omega^4_{R_{\text{max}}} \right].}$$

Solving this set of equations with respect to $\omega_{T_{\text{max}}}$ and $\omega_{R_{\text{max}}}$, we obtain the following expressions for potential estimators:

$$\hat{\omega}_{T_i} = \frac{2\pi}{T} \times \sqrt{L_{h^d_i}(0,T)^2 + 3L_{h^d_q}(0,T)^4 - 4L_{h^d_i}(0,T)^2M_{h^d_q}(T)^2/3},$$

(19)
\[\dot{\omega}_R = \frac{2\pi}{T} \times \sqrt{L_{h^4}(0, T)^2 - \sqrt{3L_{h^4}(0, T)^4} - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/3},\]

(20)
\[\dot{\omega}_T = \frac{2\pi}{T} \times \sqrt{L_{h^4}(0, T)^2 + \sqrt{3L_{h^4}(0, T)^4} - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/3},\]

(21)
\[\dot{\omega}_R = \frac{2\pi}{T} \times \sqrt{L_{h^4}(0, T)^2 - \sqrt{3L_{h^4}(0, T)^4} - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/3}.\]

(22)

Using the approximation \(E[x] \approx \sqrt{E[x^2]}\) in [18], Appendix A shows that these estimators are approximately unbiased, i.e., \(E[\dot{\omega}_{Ti}(\tau)] \approx \dot{\omega}_{Ti}\) and \(E[\dot{\omega}_{Ri}(\tau)] \approx \dot{\omega}_{Ri}\).

While testing the estimators in (19)-(22), we observed that it is not clear if the estimator in (19) outperforms the estimator in (21) or vice versa. Furthermore, we noted that the estimated velocities have non-negative, non-complex values. To ensure that the estimated velocities have non-negative, non-complex values and to capture the best performance between the estimators in (19) and (21), we empirically find that combining the estimators in (19) and (21) as described in the following algorithm leads to the best results.

If \(R[3L_{h^4}(0, T)^4/T^4 - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/(3T^4)] < 2\)

or \(R[3L_{h^4}(0, T)^4/T^4 - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/(3T^4)] \geq 2\), the angular velocity \(\dot{\omega}_T\) is estimated as

\[\dot{\omega}_T = R\left\{\sqrt{\min(\dot{\omega}_{Ti}, \dot{\omega}_{Tq})}\right\},\]

(23)

where \(\dot{\omega}_{Ti}\) and \(\dot{\omega}_{Tq}\) are defined as in (19) and (21), respectively, and \(\min(\cdot)\) denotes the minimum function. On the other hand, if

\[R[3L_{h^4}(0, T)^4/T^4 - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/(3T^4)] \geq 2\]

or \(R[3L_{h^4}(0, T)^4/T^4 - 4L_{h^4}(0, T)^2 M_{h^2}(T)^2/(3T^4)] \geq 2\), the angular Doppler frequency \(\dot{\omega}_T\) is estimated as

\[\dot{\omega}_T = R\left\{\sqrt{\max(\dot{\omega}_{Tq}, \dot{\omega}_{Tq})}\right\},\]

(24)

where \(\max(\cdot)\) denotes the maximum function. Using the obtained results, the angular Doppler frequency \(\dot{\omega}_R\) is estimated as

\[\dot{\omega}_R = R\left\{\frac{1}{T^2} \left[\text{max}(E[L_{h^4}(0, T)], E[L_{h^4}(0, T)])^2 - E[\dot{\omega}_T]^2\right]\right\}.

(25)

IV. ESTIMATION OF RELATIVE DIRECTION OF MOVEMENT OF \(T_x\) AND \(R_x\)

This section derives the closed-form expression for estimating the relative direction of movement of \(T_x\) and \(R_x\). Here, we assume a noise-free, non-isotropic scattering environment with a LoS component. In Section V we will evaluate the effect of Gaussian noise on the performance of the proposed estimator.

To estimate the relative direction of movement of \(T_x\) and \(R_x\), we use the cross-correlation between the in-phase component of \(h(t)\) (i.e., \(h(t) = R\{h(t)\}\)) and the quadrature component of \(h(t)\) (i.e., \(h(t) = Q\{h(t)\}\)). The cross-correlation between the in-phase and quadrature component of \(h(t)\) can be written as [14]

\[R^{IQ}_{\text{LoS}}(\tau) = R^{IQ}_{SBR}(\tau) + R^{IQ}_{SBR}(\tau) + R^{IQ}_{DB}(\tau),\]

(26)

where

\[R^{IQ}_{\text{LoS}}(\tau) = \frac{0.5K}{K + 1} \sin(\omega_T \tau \cos \gamma_T - \omega_R \tau \cos \gamma_R),\]

(27)
\[R^{IQ}_{SBR}(\tau) = \frac{0.5\eta_T}{K + 1} \sin(\tau \omega_{Rmax} \cos \gamma_R),\]

(28)
\[R^{IQ}_{DB}(\tau) = \frac{-0.5\eta_R}{K + 1} \sin(\tau \omega_{Rmax} \cos \gamma_T),\]

(29)

For a small time-lag \(\tau \rightarrow 0\), the cross-correlation function in (26) can be approximated as

\[R^{IQ}_{\text{LoS}}(\tau) \approx \frac{0.5}{K + 1} \left[\sqrt{K \omega_T \tau \cos \gamma_T - K \omega_R \tau \cos \gamma_R + \eta_T \tau}\right].\]
where 
\[ B = I_0\left(\sqrt{k_R^2 + \sigma_R^2} - \frac{\nu R}{M}\right) + \frac{\nu R}{M}\cos(\mu - \gamma_R) \] /I_0(k_R). The derivation of this approximation is presented in Appendix B.

Without loss of generality, we assume that the coordinate system is aligned with the receiver, i.e., \( \gamma_R = 0 \) and that the angle \( \gamma_T \) represents the relative direction of movement of \( T_x \) and \( R_x \). Then, (31) can be simplified to

\[
R_{IQ}(\tau) = \frac{0.5}{K + 1} \left[ K \omega_T \cos \gamma_T - K \omega_R \tau + \eta_T \omega_{\text{Rmax}} \cos \gamma_T \right.
\]
\[
- \frac{\eta_R \omega_{\text{Rmax}} \cos \gamma_T + (\eta_T + \eta_R)A\{B\}}{\eta_R \omega_{\text{Rmax}} - K \omega_T} \right].
\] (32)

Finally, solving (32) with respect to \( \gamma_T \), the relative direction of movement of \( T_x \) and \( R_x \) is estimated as

\[
\hat{\gamma}_T = \arccos \left( \frac{-2(K + 1)R_{IQ}(\tau) + \eta_T \omega_R \tau}{\eta_R \omega_{\text{Rmax}} - K \omega_T} \right.
\]
\[
+ \frac{K \omega_R \tau + (\eta_T + \eta_R)A\{B\}}{\eta_R \omega_{\text{Rmax}} - K \omega_T} \right) \] (33)

where \( 0 \leq \hat{\gamma}_T \leq 180^\circ \) and the angular Doppler frequencies \( \omega_T \) and \( \omega_R \) are estimated using (23)-(24) and (25), respectively.

V. PERFORMANCE ANALYSIS

This section presents the performance analysis of the proposed estimation algorithms. First, we evaluate the proposed estimation algorithms in a noise-free isotropic scattering environment with no LoS component, and then we study the effect of non-isotropic scattering, LoS propagation, and Gaussian noise on the performance of the proposed estimators.

The estimation error for the velocities estimator is evaluated using the root mean square error (RMSE) given by

\[
E[(\hat{f}_{T(R)} - f_{\text{true}}(\text{Rmax}))^2]^{1/2}
\]
\[
= \left( \text{Var}[\hat{f}_{T(R)}] + \left[E[\hat{f}_{T(R)}] - f_{\text{true}}(\text{Rmax})\right]^2 \right)^{1/2},
\] (34)

where \( \text{Var}[\cdot] \) denotes the variance operation, \( E[\hat{f}_{T(R)}] - f_{\text{true}}(\text{Rmax})^2 \) represents the bias, and \( f_{\text{true}}(\text{Rmax})/2\pi \) and \( f_{\text{true}}(\text{Rmax})/(2\pi) \) denote the estimated and actual Doppler frequencies at the \( T_x \) and the \( R_x \), respectively. The estimation error for the direction estimator is evaluated using the RMSE given by

\[
E[(\hat{\gamma}_T - \gamma_T)^2]^{1/2} = \left( \text{Var}[\gamma_T] + \left[E[\hat{\gamma}_T] - \gamma_T\right]^2 \right)^{1/2},
\] (35)

Fig. 2 shows the RMSE of the estimated \( T_x \) Doppler frequency \( \hat{f}_T \) versus the actual \( T_x \) Doppler frequency \( f_{\text{true}} \), for several different \( T_x \) Doppler frequencies \( f_{\text{true}} = \{0, 10, 30, 60, 90\} \) Hz, in a noise-free, isotropic scattering environment with no LoS component. An estimate of the \( T_x \) Doppler frequency is obtained for each individual channel realization, and then all 10,000 realizations are used to calculate the RMSE. Fig. 2 shows that the proposed single-velocity estimation algorithm is highly accurate. To illustrate how our single-velocity estimator in (23)-(24) compares with the estimators in [7], Fig. 2 also plots the RMSE of the the number of maxima in the in-phase component of the channel impulse response estimator [7]. In [7], it has been shown that this estimator outperforms level-crossing rate, the zero-crossing rate, the integration based, and the covariance based estimators, i.e., we compare our proposed estimator with the best-performing estimator from prior work. The results show that, if used to estimate only one velocity (i.e., \( f_{\text{true}} = 0 \)), our velocities estimator outperforms the estimators compared in [7]. Our velocity estimator outperforms the existing estimators because it combines the zero-crossing rates with the number of maxima, and also because it uses both the in-phase and the quadrature components of the channel impulse response.

Fig. 3 shows the RMSE of the estimated \( R_x \) Doppler frequency \( \hat{f}_R \) versus the actual \( R_x \) Doppler frequency \( f_{\text{true}} \), for several different \( T_x \) Doppler frequencies \( f_{\text{true}} = \{1, 10, 30, 60, 90\} \) Hz, in a noise-free isotropic scattering environment with no LoS component. An estimate of the \( R_x \) Doppler frequency is obtained using 20 channel realizations, and the RMSE is obtained by averaging over 500 different estimations of \( f_{\text{true}} \). The results in Fig 3 show that the proposed velocities estimation algorithm is highly accurate. However, we can observe that the RMSE of the estimated Doppler frequency \( \hat{f}_R \) is higher than the RMSE of the estimated Doppler frequency \( f_{\text{true}} \). This is due to increase in the bias. While the estimation of the Doppler frequency \( \hat{f}_T \) is approximately unbiased, the estimation of the Doppler frequency \( \hat{f}_R \) depends on the result obtained for \( f_{\text{true}} \) (see (25)). However, Figure 3 shows that this bias is relatively small.

Fig. 4 shows the RMSE of the estimated direction of...
movement of $T_x$ and $R_x$, i.e., $\gamma_T$ versus the actual direction $\gamma_T$ in a noise-free isotropic scattering environment with no LoS component. Here, we run simulations with several actual and estimated $T_x$ and $R_x$ Doppler frequencies $f_{T_{max}} = f_{R_{max}} = \{1, 10, 50, 90\}$ Hz. When using the actual Doppler frequencies, the RMSE is zero. However, this is not a realistic assumption. Hence, in Fig. 4 we plot the results obtained with the estimated velocities. The results show that the proposed estimation algorithm is very accurate: the largest RMSE does not exceed 5°.

Fig. 5 illustrates the effect of the LoS component (i.e., Ricean parameter $K$) on the performance of the proposed velocities estimator. Here, we assume a noise-free isotropic scattering environment with $f_{T_{max}} = 10$ Hz and $f_{R_{max}} = 20$ Hz. The results show that both estimated Doppler frequencies ($f_T$ and $f_R$) are fairly insensitive to variations in the Ricean factor $K$. The RMSE of the $R_x$ Doppler frequency is higher than the RMSE of the $T_x$ Doppler frequency due to higher bias.

Fig. 6 shows the effect of the LoS component on the performance of the proposed direction estimator. Here, we assume a noise-free isotropic scattering environment with $f_{T_{max}} = f_{R_{max}} = 100$ Hz. Note that we use estimated angular velocities to calculate the RMSE of direction estimation. The RMSE is calculated for several directions $\gamma_T = \{0°, 40°, 80°, 90°, 100°, 140°, 180°\}$. The results show that the estimated direction is relatively insensitive to the variation of the Ricean factor $K$. The RMSE varies between 1° and 3°. It is the highest for $\gamma_T = 90°$ due to obstruction in line-of-sight.

Figs. 7 and 8 show the effect of a non-isotropic scattering on the performance of proposed velocities estimator. In these plots, a noise-free non-isotropic scattering environment with no LoS component is assumed, with $f_{T_{max}} = 10$ Hz and $f_{R_{max}} = 20$ Hz. Fig. 7 plots the RMSE of the estimated Doppler frequencies $f_T$ and $f_R$ versus the spread of the $T_x$ scatterers around the mean value, i.e., $k_T$, for several different values of $k_R$, i.e., $k_R \in \{0, 3, 5, 10\}$. The mean angles at which the scatterers are distributed are $\mu_T = \mu_R = 0°$. 

Fig. 3. The RMSE of the estimated Doppler frequency $\hat{f}_R$ versus the actual Doppler frequency $f_{R_{max}}$ in a noise-free isotropic scattering environment with no LoS component.

Fig. 4. The RMSE of the estimated direction $\hat{\gamma}_T$ versus the actual direction $\gamma_T$ in a noise-free isotropic scattering environment with no LoS component.

Fig. 5. The RMSE of estimated Doppler frequencies $f_T$ and $f_R$ versus Ricean factor $K$, in a noise-free isotropic scattering environment with a LoS component, for $f_{T_{max}} = 10$ Hz and $f_{R_{max}} = 20$ Hz.

Fig. 6. The RMSE of the estimated direction $\hat{\gamma}_T$ versus Ricean factor $K$, in a noise-free isotropic scattering environment with a LoS component, for $f_{T_{max}} = 100$ Hz and $f_{R_{max}} = 100$ Hz.

Figs. 7 and 8 show the effect of a non-isotropic scattering on the performance of proposed velocities estimator. In these plots, a noise-free non-isotropic scattering environment with no LoS component is assumed, with $f_{T_{max}} = 10$ Hz and $f_{R_{max}} = 20$ Hz. Fig. 7 plots the RMSE of the estimated Doppler frequencies $f_T$ and $f_R$ versus the spread of the $T_x$ scatterers around the mean value, i.e., $k_T$, for several different values of $k_R$, i.e., $k_R \in \{0, 3, 5, 10\}$. The mean angles at which the scatterers are distributed are $\mu_T = \mu_R = 0°$. 

Fig. 7. The RMSE of estimated Doppler frequencies $f_T$ and $f_R$ versus Ricean factor $K$, in a noise-free non-isotropic scattering environment with a LoS component, for $f_{T_{max}} = 10$ Hz and $f_{R_{max}} = 20$ Hz.

Fig. 8. The RMSE of estimated Doppler frequencies $f_T$ and $f_R$ versus Ricean factor $K$, in a noise-free non-isotropic scattering environment with a LoS component, for $f_{T_{max}} = 100$ Hz and $f_{R_{max}} = 100$ Hz.
Fig. 7. The RMSE of estimated Doppler frequencies \( f_T \) and \( f_R \) versus \( k_T \), in a noise-free non-isotropic scattering environment with no LoS component, for \( f_{T\text{max}} = 10 \text{ Hz} \), \( f_{R\text{max}} = 20 \text{ Hz} \), \( \mu_T = \mu_R = 0^\circ \), and \( k_R \in \{0, 3, 5, 10\} \).

Fig. 8 plots the RMSE of the estimated Doppler frequencies \( \hat{f}_T \) and \( \hat{f}_R \) versus the mean angle at which the \( T_x \) scatterers are distributed, i.e., \( \mu_T \) for several different values of \( \mu_R \in \{0^\circ, 30^\circ, 45^\circ, 60^\circ, 90^\circ\} \). The parameters \( k_T \) and \( k_R \) are set to 2. The results in Figs. 7 and 8 show that the proposed estimator has robust performance in a non-isotropic scattering environment.

Fig. 8. The RMSE of estimated Doppler frequencies \( \hat{f}_T \) and \( \hat{f}_R \) versus \( \mu_T \), in a noise-free non-isotropic scattering environment with no LoS component, for \( k_T = k_R = 2 \), \( f_{T\text{max}} = 10 \text{ Hz} \), \( f_{R\text{max}} = 20 \text{ Hz} \), and \( \mu_R \in \{0^\circ, 30^\circ, 45^\circ, 60^\circ, 90^\circ\} \).

Figs. 9 and 10 show the effect of a non-isotropic scattering on the performance of the proposed direction estimator. In these plots, a noise-free non-isotropic scattering environment with no LoS component is assumed, and estimated results (from the velocities estimator) for Doppler frequencies \( f_{T\text{max}} = f_{R\text{max}} = 100 \text{ Hz} \) are used. The RMSE is calculated for several directions \( \gamma_T = \{0^\circ, 10^\circ, 20^\circ, 30^\circ\} \). Fig. 9 shows the RMSE of the estimated direction \( \hat{\gamma}_T \) versus the spread of the \( T_x \) scatterers around the mean value, i.e., \( k_T \). We have tested the estimator for several different spreads of the \( R_x \) scatterers, i.e., \( k_R \in \{0, 3, 5, 10\} \), and the results are very similar in all cases. For brevity, we plot only the results for \( k_R = 10 \). Fig. 10 plots the RMSE of the estimated direction \( \hat{\gamma}_T \) versus the mean angle at which the \( T_x \) scatterers are distributed, i.e., \( \mu_T \). We have tested the estimator for several different values of \( \mu_R \in \{0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ\} \). Since the similar results are observed in all cases, here we plot only the results for \( \mu_R = 90^\circ \). The results in Figs. 9 and 10 show that the proposed estimator has robust performance in a non-isotropic scattering environment. Furthermore, we can observe that the RMSE in Fig. 10 varies between 1.5° and 2°, while the RMSE in Fig. 9 has a larger spread (between 1° and 8°). This result indicates that the estimation accuracy does depend on the relative position between the vehicles (i.e., the \( T_x \) and \( R_x \) scatterers), but the error does not exceed 10°.

Fig. 9. The RMSE of the estimated direction \( \hat{\gamma}_T \) versus \( k_T \), in a noise-free non-isotropic scattering environment with no LoS component, for \( f_{T\text{max}} = f_{R\text{max}} = 100 \text{ Hz} \), and \( k_R = 10 \).

Fig. 10. The RMSE of the estimated direction \( \hat{\gamma}_T \) versus \( \mu_T \), in a noise-free non-isotropic scattering environment with no LoS component, for \( k_T = k_R = 10 \), \( f_{T\text{max}} = f_{R\text{max}} = 100 \text{ Hz} \), and \( \mu_R = 90^\circ \).

In contrast to the velocities estimator, the direction estimator
depends on how much the single- and double-bounced rays contribute to the total averaged power, i.e., it depends on the parameters $\eta_T$, $\eta_R$, and $\eta_{TR}$. Fig. 11 shows the effect of the single- and double-bounced rays on the performance of the proposed direction estimator. Here, a noise-free non-isotropic scattering environment with no LoS component is assumed, and estimated Doppler frequencies $f_{T_{\text{max}}} = f_{R_{\text{max}}} = 100 \text{ Hz}$ are used. The RMSE is calculated for several directions $\gamma_T = \{0^\circ, 40^\circ, 80^\circ, 90^\circ, 100^\circ, 140^\circ, 180^\circ\}$, and we assume $\eta_T = \eta_R$. The results show that the RMSE vary between 0.1° and 0.5°, which indicates that the direction estimator is not sensitive to changes in the energy distribution of the single- and double-bounced rays.

Finally, Figs. 12 and 13 illustrate the effect of white Gaussian noise on the proposed velocities estimator and the direction estimator, respectively. Here, an isotropic scattering environment with no LoS component is assumed. Fig. 12 plots the RMSE of estimated Doppler frequencies $f_T$ and $f_R$ versus actual Doppler frequencies, when signal-to-noise ratio is set to SNR = 10 dB. The results show that the proposed velocities estimator performs relatively well in the presence of noise for all estimated velocities. Similarly, Fig. 13 plots the RMSE of the estimated direction $\hat{\gamma}_T$ versus the actual direction $\gamma_T$, when signal-to-noise ratio is SNR = \{5, 10, 15, 20\} dB and the estimated results for Doppler frequencies $f_{T_{\text{max}}} = f_{R_{\text{max}}} = 100 \text{ Hz}$ are selected. As expected, the performance of the direction estimator improves as the SNR increases. However, even for low SNR, e.g., SNR = 5 dB, the RMSE does not exceed 15°. Although a 15° error may not be acceptable for localization purposes, it can be tolerable in ad-hoc or energy-efficient routing algorithms, where only general orientation is needed (e.g., we typically need to know if vehicles are moving in the same, orthogonal, or opposite directions).

Overall, the results in Figs. 2-13 show that the proposed velocities estimator and direction estimator provide very good estimation accuracy and perform well in the presence of a non-isotropic scattering, LoS propagation, and Gaussian noise.

**VI. CONCLUSIONS**

This paper proposed new estimators for mobile velocities and direction of movement in M-to-M wireless fading channels. First, we proposed the new crossing-based estimator that jointly estimates velocities of both the transmitter and the receiver in M-to-M communications. Then, we proposed the new correlation-based estimator that estimates the relative direction of movement of transmitter and receiver, using the estimated velocities in its computation. The proposed estimators are designed for narrow-band wireless M-to-M communications. They are evaluated through extensive computer simulations, and the results show that the proposed estimators provide very good estimation accuracy and perform well in the presence of a non-isotropic scattering, LoS propagation, and Gaussian noise.
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APPENDIX A

DERIVATION OF BIASES FOR ESTIMATORS IN EQUATIONS (19)-(22)

Using the approximation \( E[f(x)] \approx f(E[x]) \) in [18], where \( f(x) \) denotes an arbitrary function, \( E[\omega^2_{T1}] \) and \( E[\omega^2_{R1}] \) can be approximated as

\[
E[\omega^2_{T1}] \approx \left( \frac{2\pi}{T} \right)^2 \left[ E[L_{h1}(0, T)]^2 \right] \pm \sqrt{3E[L_{h1}(0, T)]^4 - 4E[L_{h1}(0, T)]^2E[M_{h1}(T)]^2/3}
\]

(36)

\[
E[\omega^2_{R1}] \approx \left( \frac{2\pi}{T} \right)^2 \left[ E[L_{h1}(0, T)]^2 \right] \pm \sqrt{3E[L_{h1}(0, T)]^4 - 4E[L_{h1}(0, T)]^2E[M_{h1}(T)]^2/3}
\]

(37)

respectively. Substituting (17) and (18) into (36) and (37), \( E[\omega^2_{T1}] \) and \( E[\omega^2_{R1}] \) become, respectively,

\[
E[\omega^2_{T1}] \approx \omega^2_{T_{max}}
\]

(38)

\[
E[\omega^2_{R1}] \approx \omega^2_{R_{max}}
\]

(39)

Finally, using the approximation \( E[x] \approx \sqrt{E[x^2]} \) in [18], we show that \( E[\omega^2_{T1}] \approx \omega^2_{T_{max}} \) and \( E[\omega^2_{R1}] \approx \omega^2_{R_{max}} \). Using similar reasoning, it can be shown that \( E[\omega^2_{T2}] \approx \omega^2_{T_{max}} \) and \( E[\omega^2_{R2}] \approx \omega^2_{R_{max}} \).

APPENDIX B

DERIVATION OF EQUATION (31)

Using approximations \( \sin x \approx x, \cos x \approx 1, \) and \( \sqrt{1 + x} \approx 1 + x/2 \), for small \( x \), (26) can be approximated as follows

\[
R^{1Q}(\tau) \approx \frac{0.5K}{K + 1}[\omega_T^T \cos \gamma_T - \omega_T^T \cos \gamma_R] + \frac{0.5\eta_T}{K + 1}
\]

\[
\times \left[ \tau \omega_{R_{max}} \cos \gamma_T \right] \mathbb{R} \left\{ \frac{I_0(k_T(1 - jY))}{I_0(k_T)} \right\} + \frac{0.5\eta_R}{K + 1}
\]

\[
\times \left\{ \frac{I_0(k_T(1 - jY))}{I_0(k_T)} - \frac{0.5\eta_R}{K + 1}[\tau \omega_{R_{max}} \cos \gamma_T] \right\}
\]

\[
\times \left\{ \frac{I_0(Z)}{I_0(k_T)} \right\} + \frac{0.5\eta_R}{K + 1}
\]

\[
\times \left\{ \frac{I_0(k_T(1 - jY))}{I_0(k_T)} \right\} + \frac{0.5\eta_T}{K + 1}
\]

\[
\times \left\{ \frac{I_0(Z)}{I_0(k_T)} \right\} \mathbb{R} \left\{ \frac{I_0(Z)}{I_0(k_T)} \right\}
\]

(40)

where \( Y = \tau \omega_{R_{max}} \cos (\mu_T - \gamma_T)/k_T \) and \( Z = \sqrt{k_T^2 - \tau^2 \omega_{R_{max}}^2} \). Then, using the equality [19, eq. 8.447], the approximation \( I_0(k_T(1 - jY))/(k_T) \approx 1 + (k_T(1 - jY))^2/4 \), then noting that \( \mathbb{R} \left\{ I_0(Z)/I_0(k_T) \right\} = 1 \), we obtain the expression in (31).
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